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Abstract

Within recent years, several data-driven microphone array methods showed promising
potential regarding their performance in accurately characterizing multiple sound sources
from microphone array data. These methods have one thing in common: they were trained
using virtually supervised learning. While excellent performance is frequently reported on
synthetic data for virtually trained models, a typical observation in experimental applica-
tions is performance degradation due to the differently distributed data in the experimental
domain. To date, the experimental generalization behavior of these methods has yet to be
explored. Another largely unexplored aspect is the performance of grid-free data-driven
methods when training with microphone array data from multiple frequencies using a sin-
gle model architecture.

This work analyzes the characterization performance of a grid-free deep learning method
that is trained with microphone array data from multiple frequencies and compares it to the
performance of single-frequency trained models. Furthermore, the generalization behavior
for the frequency-invariant method is examined in the virtual and experimental domains.
A sizeable dataset is employed to obtain statistically meaningful results. The experimental
data is based on the MIRACLE dataset, a recently published database containing measured
impulse responses from a loudspeaker at various locations under anechoic conditions.
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1. INTRODUCTION

Numerous data-driven microphone array methods for source mapping and characterization have
recently been developed [8, 10], and the literature suggests that data-driven methods can become
a valuable complement to the existing model-based microphone array methods [22]. One way to
classify the various data-driven approaches is to divide them into hybrid and entirely data-driven
methods. Hybrid methods support conventional microphone array methods through data-driven
pre- or post-processing [5, 6, 19], or replicate microphone array methods to achieve faster so-
lutions [3, 11], including the deconvolution of beamforming source mappings [4, 16, 25, 29].
Hybrid methods usually incorporate physical knowledge about the sound propagation model,
either in the model itself or during data pre- or post-processing. Entirely data-driven methods
do not require prior physical knowledge, predict the source characteristics based on the raw
microphone array data, and learn relevant features for source characterization from the training
data [2, 15, 21, 28]. Data-driven methods are predominantly trained using a virtually super-
vised learning [26, 27]. In supervised learning, the goal is to learn how to map the input data
and available labels, i.e., the microphone array data and the source characteristics. Typically,
training data is generated using acoustic simulations since ground-truth source characteristics
for experimental measurements and sizable experimental datasets are difficult to obtain. When a
virtually trained model is applied to experimentally obtained microphone array data, the model
has to generalize to the (unknown) experimental domain. The shift between the virtual and
the experimental domain will affect the model’s performance, a common problem in machine
learning applications [23, 30]. There exist various reasons causing the domain shift, including
uncertainties in the measurement setup, the presence of noise, and the influence of the environ-
ment.

A coherent and promising observation across the available literature is that data-driven mi-
crophone array methods lead to faster and sometimes more accurate source mappings than
conventional methods. Some methods exhibit superior performance at low frequencies, where
many model-based methods become inaccurate [4, 15, 28, 29]. However, the promising re-
sults must be taken cautiously since many studies evaluated the characterization performance
solely in the virtual domain [16, 21, 25, 29]. Until recently, no large-scale experimental datasets
were available to evaluate the experimental generalization performance of data-driven methods.
Studies using experimental data for evaluation usually rely on a single or a few measured test
cases with a limited number of sound sources [2, 15]. Among the cited works, only [1, 18] em-
ployed experimental microphone array data for model training. However, they did not explicitly
investigate the domain shift, consequently evaluating generalization solely within the same do-
main. Thus, the impact of the domain shift on the performance of deep learning models for
source characterization is mainly unexplored but is a crucial aspect for practical applicability.

The Transformer model for grid-free source mapping [15] is used in this work to investigate
the domain generalization performance. In the original publication [15], the model was trained
using cross-spectral matrix (CSM) data from a single frequency or third-octave band. Applying
the model to other frequencies requires retraining, which is time-consuming and often imprac-
tical. Some grid-based deep learning models operating on source maps obtained with Conven-
tional Beamforming (CB) have demonstrated that a single model architecture can also be trained
blindly with data from multiple frequencies, making them frequency-invariant [13, 19]. How-
ever, the beamforming map already contains pre-processed spatial information and provides a
frequency-encoded representation due to the influence of the frequency-dependent microphone
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array transfer function. Whether frequency invariance can be achieved for grid-free methods
that directly operate on raw microphone array data is an open question.

The aim of this work is two-fold. Firstly, frequency-invariant training of the Transformer
architecture is investigated. Therefore, the model is blindly trained with cross-spectral matrices
(CSMs) of different frequencies, and its performance is compared to that of single-frequency
trained models. This model is then used to examine experimental generalization in two ways.
Firstly, the generalization performance of the virtually trained model is examined in the virtual
and experimental domain under anechoic conditions. Secondly, the generalization performance
is examined with respect to environmental mismatch, i.e., the virtually trained model is tested
on experimental data containing specular reflections. A sizeable dataset is employed to obtain
statistically meaningful results in the experimental domain, based on the Microphone Array
Impulse Response Dataset for Acoustic Learning (MIRACLE), a recently published database1

containing measured room impulse responses (RIRs) from a loudspeaker at various locations
under anechoic conditions [12]. The source code of the Transformer model and the utilized
datasets are openly available2.

2. METHODOLOGY

The source characterization problem for noise sources with stochastic signals can be defined as
follows. Given data from M spatially distributed microphones and J sound sources, the goal is
to obtain an estimate for the ground-truth source characteristics G = {s j | j = 1, . . . ,J}. In this
work, s j ∈ R2 ×R+ is represented by a tuple containing the source position x j ∈ R2 of the j-th
source in a planar observation area and the expectation value of the squared sound pressure

a(x j,ω) = E
[
p(x j,x0,ω)p(x j,x0,ω)∗

]
(1)

at the reference position x0. In this work, ω denotes the angular frequency, x0 lies at the micro-
phone location closest to the center of the microphone array, and a(x j,ω) is referred to as the
source strength.

Grid-based methods solve the source characterization problem by discretizing the observation
area into I grid positions and calculating the source strength for each grid point. Grid-free
methods, on the other hand, do not require spatial discretization of the observation area. In
either way, a set of estimated source characteristics E = {si | i = 1, . . . , I} is obtained. While
the number of estimates I usually differs from the number of sources J, assigning the estimates
to the unknown ground-truth sources is necessary. In acoustic-testing applications, there is
often knowledge regarding the potential regions at which sound sources can be expected. This
information defines a region of interest (ROI) over which the squared sound pressure can be
summed to obtain an estimate for the j-th ground-truth source strength

â(x j,ω) = ∑
xi∈ROI

â(xi,ω). (2)

1https://doi.org/10.14279/depositonce-20106
2https://github.com/adku1173/BeBeC2024
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ROI

Figure 1: Model architecture of the Transformer and the source characterization procedure flow
chart.

2.1. Neural Network Architecture

The Transformer architecture from [15] is employed as the deep neural network (DNN) model
for solving the grid-free source characterization problem, which is depicted in Figure 1. The
DNN F : CM×M → E estimates a fixed set of I = 10 source characteristics based on a nor-
malized estimate of the CSM Ĉ ∈ CM×M. The CSM is a complex-valued matrix that contains
the auto- and cross-power between the microphone signals in the frequency domain and is nor-
malized by the measured auto-power at the reference position. A crucial preprocessing step is
the eigenvalue decomposition of the CSM, which leads to a set of eigenvalues and eigenvec-
tors. Multiplication of the eigenvectors with the corresponding eigenvalues results in the eigen-
modes, building the input to the Transformer encoder. In this work, the number of eigenmodes
consumed by the Transformer is set to 10. After processing the eigenmodes by the Transformer
encoder, a multi-layer perceptron (MLP) yields the set of estimated source characteristics.

The model parameters are optimized through supervised learning with the objective function

L =
J

∑
j=1

∑
ρ̂k∈S j

∥∥ρ j − ρ̂k
∥∥

2 +λ

(
α j − ∑

α̂k∈S j

α̂k

)2

, (3)

where∥·∥2 is the euclidean norm, ρi, j =
∥∥ρ̂i − ρ j

∥∥
2 corresponds to the spatial distance be-

tween the i-th estimation and the j-th source normalized by the aperture size of the microphone
array, and α j = a(x j,ω)/∑

J
j=1 a(x j,ω) represents the normalized source strength. λ weighs
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the ratio of localization and source strength reconstruction errors, and in this work, λ = 1. The
assignment of model estimates S j to a ground-truth source is performed, as described in [15],
by solving an assignment problem formulated as a linear program.

2.2. Data

Datasets

Three datasets are used in this work, which are referred to as Synthetic, MIRACLE (A2), and
MIRACLE (R2). All datasets are based on measurements with a planar 64-channel microphone
array under spatially and temporally stationary conditions. The microphone array data and
the respective labels were created by Monte-Carlo simulation with the AcouPipe library [14].
Details on the parameters are given in Table 1.

The Synthetic dataset is used to train, validate, and test the model’s performance using inde-
pendent splits. The virtual anechoic environment contains monopole sources distributed around
the center of the observation area following a bivariate Normal distribution. The source num-

Table 1: Datasets and their parameterization, including random variables of the Monte-Carlo
simulation.

Synthetic MIRACLE (A2) MIRACLE (R2)

E
nv

ir
on

m
en

ta
l

Pa
ra

m
et

er
s

microphone array Vogel’s spiral (M = 64)
aperture size (m) da = 1.0 da = 1.47 da = 1.47
environment anechoic anechoic specular reflection
speed of sound (m/s) 343.0 345.3 345.4
source type monopole loudspeaker loudspeaker
observation area dx = dy = 0.5da
source distance dz = da

Pr
oc

es
si

ng
Pa

ra
m

et
er

s sample-rate 13720 Hz 32kHz 32kHz
block size 128 256 256
overlap 50%

Tr
ai

ni
ng

Pa
ra

m
et

er
s training size ∞ − −

validation size 500 − −
test size 10000

R
an

do
m

V
ar

ia
bl

es

source numbers J ∼ U (1,10)
source positions (m) x j ∼ N (σ = 0.1688da)
source strength (Pa2) p2

RMS, j ∼ R(σR = 5)
signal length (s) T ∼ U (1,10)
signal-to-noise ratio SNR ∼ U (101,106)
mic pos noise (mm) xm ∼ N (σ = 1.0) − −
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bers are uniformly distributed between 1 and 10, and the sources’ strength follows a Rayleigh
distribution. Uncorrelated white noise is added to the microphone signals to enhance realism,
using a uniformly distributed signal-to-noise ratio (SNR). In addition, the considered signal
length T is uniformly distributed between 1 and 10 seconds, and the actual position of each
microphone is disturbed following a bivariate Normal distribution.

The MIRACLE database is a recently published dataset containing measured room impulse
responses (RIRs) from a loudspeaker at various locations under anechoic conditions [12]. Two
scenarios of the MIRACLE database are used for the Monte-Carlo simulation. As explained
in the subsequent section, experimental source cases with multiple sources are created by the
superposition of the source signals processed with the individually collected transfer functions.
The same random variables except the microphone position noise are used for the MIRACLE
and synthetic datasets. Scenario R2 is based on recordings in the anechoic chamber of the TU
Berlin and contains specular reflections from a ground plate. The measurement setup is depicted
in Figure 2. In contrast, scenario A2 was conducted using the same environment but without
the ground plate. While the MIRACLE (A2) dataset is suitable for testing the model’s gen-
eralization performance concerning the domain shift between the virtual and the experimental
domain, the MIRACLE (R2) dataset is used to investigate the model’s generalization behavior
concerning environmental mismatch.

Observation Plane
Microphone Array

Loudspeaker

Ground-plate

dz

Figure 2: Experimental measurement setup R2 from the MIRACLE RIR database.
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Fast generation of the CSM

Generating large amounts of synthetic data for machine learning becomes challenging if
stochastic signals are involved. In real applications, the ground-truth CSM is unknown, and
long measurement (and simulation) times are required to obtain a meaningful stochastic esti-
mate Ĉ. Data generation must be done before the actual training process, leading to high data
storage requirements. An alternative proposed in this work is the use of a fast-to-compute ap-
proximation of the CSM, which allows the generation of the training data on the fly during
training.

For a linear propagation model, the ground truth CSM can be defined as

C = HQHH +N, (4)

whereby N ∈ CM×M is the noise covariance matrix and Q ∈ CJ×J is the source covariance
matrix containing the source strengths Q j, j(ω) = a(x j,ω) on the diagonal. If uncorrelated
sources are assumed, Q j, j′ (ω) = 0, ∀ j ̸= j

′
. H ∈ CM×J is the transfer matrix holding the

transfer functions between the m-th microphone and the j-th source with respect to the reference
position x0. In the virtual measurement case, the transfer function for a monopole source is used,
and

Hm, j(x0,ω) =
Hm, j(ω)

H0, j(ω)
∈ C, (5)

=
r0, j

rm, j
e−ik(rm, j−r0, j), (6)

with i =
√
−1, r0, j = ∥x0 − x j∥2 and rm, j = ∥xm − x j∥2. The wave number k is given by k =

ω/c0, where c0 is the speed of sound. In the experimental case (MIRACLE dataset), Hm, j(ω)
is obtained by discrete Fourier transform (DFT) of the measured impulse responses hm, j(t) and
h0, j(t) so that

Hm, j(x0,ω) =
DFT{hm, j}(ω)

DFT{h0, j}(ω)
, (7)

Eq. (4) offers the advantage that the CSM is fast to compute, as the sampled source strengths
and the noise strength can be used directly to simulate the CSM. However, a model trained
with ground-truth CSM data is assumed not to guarantee good generalization behavior when
applied to estimated CSM data from a limited number of snapshots. An alternative proposed in
this work is the use of an approximation for the snapshot-deficient CSM by sampling the source
covariance matrix Q̂ and the noise covariance matrix N̂ from a complex Wishart distribution WC.
Since the Monte-Carlo simulation considers sound sources emitting stationary white noise, the
corresponding signal vector in the frequency domain follows a multivariate complex Normal
distribution

X ∼ NC(µ,Σ) (8)

with covariance-matrix Σ ∈ CJ×J and mean value µ = 0. The signal matrix
X = {p(x j,x0,ω)(k)} ∈ CJ×K contains the complex-valued sound pressure at the reference mi-
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crophone for the j-th source and the k-th snapshot and

Q̂ =
1
K

XXH . (9)

According to [24], the Wishart distribution is the joint distribution of the sample covariance
matrix of a set of random variables following a multivariate Normal distribution, and Q̂ follows
the former. This fact can be exploited to directly sample the elements of the source covariance
matrix from the Wishart distribution so that

KQ̂ ∼ WC(K,Q), (10)

which only requires to sample 1
2J(J +1) values instead of JK. Similarly, the noise covariance

matrix N̂ can be sampled from a Wishart distribution, whereby Σ ∈CM×M is the identity matrix
scaled by the noise variance in case of uncorrelated sensor noise. Finally, N̂ and Q̂ are used to
compute Ĉ by means of Eq. 4.

2.3. Training and Evaluation

Three models were trained on data from a single frequency, while two models were optimized
via frequency-invariant training. The latter considers the CSMs from multiple frequencies
within a specific frequency range, and the model was optimized and evaluated on each fre-
quency individually. Data from multiple source cases was shuffled before building batches for
stochastic optimization. The models are summarized in Table 2. Due to the different aper-
ture sizes of the microphone array in the Synthetic and the MIRACLE dataset, the Helmholtz
number

He =
f ·da

c0
(11)

is used as a dimensionless representation of the frequency f / Hz. A training epoch consisted of
2000 optimization steps with a batch size of 50 samples. The Adam optimization algorithm [20]
was applied with a learning rate of β = 0.25 ·10−3 and weight decay regularization (η = 10−5).

The characterization performance of each model was evaluated using the same metrics as
in [15], which were originally introduced in [9]. The specific level error ∆Lp,e,s/dB is defined as
the difference between the estimated and the ground-truth source strength in decibels, whereby
the estimated source strength is integrated over a circular ROI centered on the ground-truth

Table 2: Trained Transformer models.
Helmholtz Number

Type Epochs Synth. (Training & Val.) Synth. (Test) A2 & R2 (Test)

single freq. 250 2.2 2.2 2.1
single freq. 250 4.1 4.1 4.2
single freq. 250 8.1 8.1 8.5

freq. invariant 1000 [2,8] 2.2, 4.1, 8.1 2.1, 4.2, 8.5
freq. invariant 1000 [1,16] 2.2, 4.1, 8.1 2.1, 4.2, 8.5
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source position. The ROI radius was set to 0.05da, whereby the actual radius was shrunk if
the distance between two sources was smaller than the ROI radius. The specific level error
was used to quantify the correctness of the source strength reconstruction. The inverse level
error ∆Lp,e,i/dB is defined as the difference between the sound pressure level (SPL) from all
ROIs and the mapped SPL. Negative values indicate misplaced source strengths. Therefore, this
metric quantifies the spatial accuracy. Similar to [15], the model-based CLEAN based on spatial
source coherence (CLEAN-SC) method was evaluated on the test datasets for comparison.

3. RESULTS

3.1. Frequency-invariant training

Table 3 shows the test loss of the Transformer for the Synthetic and the MIRACLE datasets
at three different Helmholtz numbers at the optimization step with the lowest validation loss.
For synthetic microphone array data, the test loss is similar between all models, whereby the
frequency-invariant models perform slightly worse than the single-frequency models. This per-
formance loss is most considerable at He = 2.0. Nevertheless, the performance loss is small and
comes with the advantage of a universally applicable model. Although the frequency-invariant
models were trained four times longer than the single-frequency models, the effective number
of source cases per frequency is still lower for the frequency-invariant models. Low frequen-
cies are particularly underrepresented in the training data, which could explain the performance
loss. This issue can be addressed by balancing the frequency occurrence or weighting the loss
function according to the frequency [17]. In contrast to the promising results for synthetic data,
the model performance on the experimental data from the MIRACLE dataset is significantly
worse, particularly at low frequencies and when the model was trained on multiple frequencies.
The latter is likely due to the more significant number of training epochs, which causes the
frequency-invariant model to overfit on the synthetic data particularly.

The results indicate that frequency-invariant training may be a viable approach if successful
strategies can be found to avoid overfitting the model on synthetic data and if the training data
is balanced in frequency representation. Furthermore, feeding the frequency as an additional
input to the model, as done in [7], could improve performance.

Table 3: Test loss for the Transformers on the Synthetic and MIRACLE datasets A2 & R2. The
test loss was evaluated for the training iteration with the lowest validation loss. The
lowest test loss for each Helmholtz number and dataset is marked in bold.

Synthetic MIRACLE (A2) MIRACLE (R2)
He Lsingle

test LHe=[2,8]
test LHe=[1,16]

test Lsingle
test LHe=[2,8]

test LHe=[1,16]
test Lsingle

test LHe=[2,8]
test LHe=[1,16]

test

8 0.19 0.20 0.21 0.24 0.27 0.24 0.29 0.32 0.29
4 0.20 0.20 0.24 0.39 0.49 0.47 0.53 0.58 0.56
2 0.27 0.30 0.33 0.91 1.32 1.17 1.13 1.94 1.81
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3.2. Generalization

This section considers only the frequency-invariant model trained on data with Helmholtz num-
bers in the range between He = 1 and He = 16. The source case with the largest difference
between the test loss on the Synthetic and MIRACLE (R2) dataset was selected to obtain a
qualitative understanding of the model’s generalization capabilities. Figure 3 and Figure 4 de-
pict the source map for Helmholtz number four and two for the model-based CLEAN-SC and
the Transformer method. The evaluated metrics are given in Table 4. CLEAN-SC suffers from
the low spatial resolution but yields comparable results across the virtual and the experimental
domain for He = 4, although the reflections from the ground plate cause CLEAN-SC to miss
the two weakest sources on the MIRACLE (R2) source case ad to significantly overestimate the
strongest source. On the other hand, the Transformer struggles to reconstruct the sources cor-
rectly for the MIRACLE (A2) dataset but almost perfectly maps the sources for the Synthetic
source case.

0.0

0.5

CLEAN-SC

12

3

4

Synthetic, He=4

CLEAN-SC

MIRACLE (A2), He=4

CLEAN-SC

MIRACLE (R2), He=4

0.5

0.0

Transformer Transformer Transformer

20 10 0
Lp/dB

y/
d a

Figure 3: Source mapping for He = 4 for the model-based CLEAN-SC (upper row) and the
Transformer (lower row). The actual source positions and ROIs are marked by black
crosses and circles. This source case was selected due to the largest difference in test
loss between the Synthetic and MIRACLE (R2) test datasets. ∆Lp is the SPL relative
to the SPL of the strongest ground-truth source.
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Figure 4: Source mapping for He = 2 for the model-based CLEAN-SC (upper row) and the
Transformer (lower row). The actual source positions and ROIs are marked by black
crosses and circles. This source case was selected due to the largest difference in test
loss between the Synthetic and MIRACLE (R2) test datasets. ∆Lp is the SPL relative
to the SPL of the strongest ground-truth source.

At He = 2, CLEAN-SC cannot correctly map the actual sources, which is due to the low
spatial resolution obtained with CB, while the Transformer performs significantly better on the
Synthetic dataset. As stated in the introduction, similar findings have been reported in the litera-
ture. However, this performance advantage does not translate to the MIRACLE datasets, where
the Transformer fails to map the sources correctly. This discrepancy in performance between
the Synthetic and MIRACLE datasets shows that the model was overfitted on the Synthetic
dataset, and feature representations that are not generalizable to the experimental data were
learned. The source mapping result for He = 8 can be found in the appendix A.

The previous observations are statistically verified in the following. For this purpose, the
metrics described in Sec. 2.3 were evaluated using the respective test datasets. Figure 5 shows a
histogram of the specific level error over all sound sources for the three Helmholtz numbers. An
additional histogram shows the percentage of ROIs with an integrated SPL of 0 dB, meaning
that no source was found inside the ROI. It is worth noting that CLEAN-SC leads to consider-
ably less sparse source mappings than the Transformer and, therefore, has a higher chance of
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detecting sources. Figure 6 shows the histogram of the inverse level error, depending on the
Helmholtz number and method. An additional histogram shows the percentage of source cases
where sound energy is mapped outside the ROIs.

Figure 5 reveals a performance degradation on experimental data even for the CLEAN-SC
method. This is expressed by the fact that a reconstruction error of ±0.5dB occurs significantly
less frequently for experimental data. Instead, a broader distribution of the specific level error
indicates that the accuracy of the level reconstruction decreases for experimental data. Nev-
ertheless, given the percentage of undetected sources, which is approximately constant over
the different datasets, it is evident that CLEAN-SC is robust to different environmental condi-
tions. Given the inverse level error in Figure 6, it is seen that a change from the virtual to the
experimental domain does not affect the localization accuracy of CLEAN-SC significantly.

For the Transformer, the performance over the individual dataset largely depends on the fre-
quency. For He=8, the specific level error distribution is only marginally affected by the domain
shift, indicating that the model generalizes well to the experimental data at this particular fre-
quency. However, for He=4 and He=2, the Transformer outperforms CLEAN-SC on the Syn-
thetic dataset but fails to generalize to the experimental data. Interestingly, the performance on
the experimental dataset with similar environmental conditions to the virtual domain (A2) is
comparable to that of CLEAN-SC. However, the performance on the more challenging dataset
(R2) is significantly worse, leading to several undetected and misplaced sources. In contrast
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Figure 6: Histogram of the inverse level error for the Transformer (lower) and CLEAN-SC (up-
per) for the Synthetic and MIRACLE datasets. An additional histogram shows the
percentage of source cases where source contributions are mapped outside the ROIs.

to CLEAN-SC, the inverse level error for the Transformer changes with the dataset, indicating
that the localization accuracy is strongly affected by the environmental conditions.

The results indicate that the Transformer cannot yet generalize to experimental data using
a naive virtual training strategy, particularly at low frequencies. Similar results can likely be
observed for other data-driven methods, which is worth investigating in the future. Still, the
Transformer’s performance on the Synthetic dataset is promising, indicating that the model can
learn to map sources correctly.

4. CONCLUSION

It was demonstrated that a single data-driven model architecture can be blindly trained with
microphone array data at multiple frequencies and that the frequency-invariant model achieves
comparable source characterization performance on synthetic data compared to models trained
with data from only a single frequency. Although the required number of training epochs in-
creases with the frequency range under consideration, the potential savings in training time
compared to single-frequency models are considerable. Four times the number of epochs were
needed to train a frequency-invariant model over a frequency range of four octave-bands. The
experiments regarding the generalization of the frequency-invariant Transformer model con-
firmed the outstanding source characterization performance on synthetic data. However, the
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performance for experimental data not part of the training decreases, especially for low fre-
quencies. The performance loss is particularly drastic when the test data includes environmental
influences such as a strong specular reflection. While this finding is not surprising, it indicates
the need for research on improving experimental generalization. This could be achieved, for
example, by utilizing sophisticated acoustic simulation techniques [26] and by exploring recent
learning techniques from domain adaptation and generalization [30].
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A. Source maps
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Figure 7: Source mapping for He = 8 for the model-based CLEAN-SC (upper row) and the
Transformer (lower row). The actual source positions and ROIs are marked by black
crosses and circles. This source case was selected due to the largest difference in test
loss between the Synthetic and MIRACLE (R2) test datasets. ∆Lp is given relative to
the SPL of the strongest ground-truth source.
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B. Metrics

Table 4: Reconstruction errors for the source cases depicted in Figure 7, Figure 3 and Figure 4.

Method Metric Synthetic MIRACLE (A2) MIRACLE (R2)
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C L1
p,e,s/dB 0.6 -0.0 -1.1

L2
p,e,s/dB 0.7 0.0 0.1

L3
p,e,s/dB 1.9 0.7 0.1

Lp,e,i/dB -0.0 -0.0 -0.0
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sf
.

L1
p,e,s/dB 0.5 0.3 -0.4

L2
p,e,s/dB -0.6 -0.9 0.2
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Tr
an

sf
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p,e,s/dB 0.3 -0.8 −∞

L2
p,e,s/dB -1.2 −∞ −∞

L3
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Lp,e,i/dB 0.0 -1.3 -13.8
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