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Abstract

Complex test models in aeroacoustic experiments often present an arrangement of noise
sources within a three–dimensional space. Planar microphone array normally have diffi-
culties in separating sound sources in the direction normal to the array plane due to their
poorer spatial resolution in this direction. This paper evaluates the benefits of combining
asynchronous microphone array measurements for three–dimensional acoustic source. An
experimental setup consisting of three out–of–plane speakers was considered. A planar
microphone array was employed for the acoustic measurements in a baseline position and
then displaced around the speakers to provide different points of view. The acoustic source
maps obtained from each array position were combined using the geometric mean of their
source autopowers. The performance of this approach in combination with the following
acoustic imaging methods was investigated: conventional frequency domain beamforming
(as baseline), functional beamforming, orthogonal beamforming, robust adaptive beam-
forming, CLEAN–SC, Richardson–Lucy deconvolution, and global optimization methods.
For each case, the performance is evaluated in terms of accuracy in source position local-
ization and spectral quantification in sound pressure level. In general, it was determined
that combining additional views considerably improved the accuracy in terms of position
localization (especially in the depth direction).

1 INTRODUCTION

Noise emissions are a critical aspect for the social acceptance of several industrial systems,
such as aircraft [1–3], wind turbines [4, 5], ground vehicles [6, 7], and rotating machinery
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[8, 9]. Due to its negative effects on health and well–being, noise exposure in communities is
typically limited by strict environmental laws [10]. Most industrial systems typically encompass
complicated distributions of multiple noise sources and, to study and mitigate the noise levels
emitted, it is of paramount importance to accurately determine the location and strength of
the individual noise sources [11]. To achieve this purpose, phased microphone arrays [12, 13]
combined with acoustic imaging algorithms [14, 15] are often employed.

The performance (especially in terms of spatial resolution and presence of sidelobes, i.e.
spurious sources) of this approach strongly depends on the number of microphones within the
array and their spatial distribution [12, 13, 16]. In practice, the limited number of microphones
N available in the array (usually due to practical or budgetary reasons), restricts the array ca-
pabilities and design and a compromise solution is usually sought for achieving an acceptable
spatial resolution (requiring arrays with large aperture) and sidelobe level (requiring densely
populated arrays) values [16, 17]. Most experimental facilities, such as aeroacoustic wind tun-
nels [18–25], usually employ planar microphone arrays [12], partly due to their simplicity in
terms of design and setup, but also because of the typical use of planar scan grids parallel to the
array plane which contain the expected locations of the sound sources of interest.

However, planar microphone arrays normally have a poor resolution in the normal direction
to the array plane (i.e. depthwise) [26, 27], which hinders the mapping of sound sources in a
three–dimensional domain. Hence, the identification of sound sources in the normal direction
to the array’s plane is particularly difficult [28]. Nevertheless, three–dimensional (3D) acoustic
source mapping is gaining interest lately for the study of complex sound source arrangements,
such as aircraft components [9, 29], airfoils [27, 30], and passenger vehicles [20, 28, 31]. It
should be noted that three–dimensional acoustic source mapping requires a considerably larger
computational time due to the typically higher number of grid points and an adapted formulation
of the acoustic imaging algorithm [32–36].

An option to overcome the poor depth resolution limitation to some extent is to use three–
dimensional microphone arrays [37, 38] or several planar microphone arrays placed in different
planes synchronously [9, 27, 34, 36, 39]. Nevertheless, this approach leads to a dedicated ex-
perimental setup, which normally implies a large value of N and a specific arrangement for the
microphone positions. An alternative approach to additionally enhance the three–dimensional
acoustic source maps is to virtually increase N by combining the results of multiple asyn-
chronous microphone array measurements, in which the sound source remains at the same lo-
cation but the microphone array is displaced to different positions to obtain different points of
view [40–45]. In this way, higher spatial sampling is obtained. The sound field needs to have
quasi–stationarity and ergodicity, i.e. the sound emissions should not vary with time [46], and
the distance between the microphone array and the sound source should be small enough so
that the wavefronts still have some curvature instead of being considered as plane waves. This
approach benefits from the fact that the sidelobe pattern of the array and main beam pattern (i.e.
the point spread function, PSF [12]) are strongly dependent on the relative location between the
sound source considered and the microphone array. Therefore, measurements using different
array locations will present different beam patterns, which can be exploited to further improve
the quality of the source maps.

This paper investigates the use of multiple asynchronous measurements with a planar ar-
ray (normally called prototype array) placed at different positions to improve the standard re-
sults obtained with a single measurement for three–dimensional source mapping applications.
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A sound source arrangement featuring three different speakers emitting incoherent broadband
noise was considered. A motivation for this research is that, as aforementioned, a large number
of experimental facilities are equipped with (at least) a single planar microphone array that can
be easily displaced within the measurement room and could benefit from this approach without
increasing their cost. In this study, the microphone distribution of the prototype microphone
array is kept constant to reduce the operational time required. In particular, the performance
of several advanced acoustic imaging methods [21, 47–51] applied to a combination of asyn-
chronous microphone array measurements is assessed. This analysis can be considered as an
extension of a recently published study [45] that assessed combinations of asynchronous mi-
crophone array measurements, but only using the conventional beamforming algorithm [52].

The acoustic imaging methods considered are briefly introduced in section 2, as well as the
techniques to combine different acoustic source maps obtained from asynchronous microphone
array measurements. The experimental setup employed is described in section 3. The results
obtained are discussed in section 4 and the main conclusions are drawn in section 5.

2 ACOUSTIC IMAGING METHODS

2.1 Conventional frequency domain beamforming (CFDBF)

Conventional frequency domain beamforming (CFDBF) [52] is a method based on the phase
differences between the signals recorded by each microphone of the array. This technique con-
siders a discretized scan grid of potential sound sources and performs an exhaustive search: for
each grid point, the agreement between the expected solution for a potential sound source at that
location and the actual signals recorded by the array microphones is assessed. In essence, this
process is a directional scanning and the outcome is maximum when a focal position coincides
with the location of the actual sound source and smaller elsewhere [52]. This method is widely–
used since it is robust, intuitive, and relatively computationally inexpensive. However, CFDBF
is influenced by the array’s PSF, i.e. the array’s response to a unitary point source, which is
limited by the Rayleigh resolution limit, i.e. the minimum distance at which two sound sources
can be distinguished, and is subject to high sidelobe levels (spurious sources), especially at high
frequencies.

2.2 Functional beamforming (FUNBF)

Functional beamforming (FUNBF) [53] provides a higher dynamic range (or lower sidelobe
level) and narrower main lobes than CFDBF. In essence, this technique consists in raising the
autopowers of the CFDBF source map (see section 2.1) to the power of an exponent parameter
ν and the cross–spectral matrix (CSM) [12] to the inverse of this power 1/ν . In theory, the
higher the value of ν , the higher the dynamic range obtained. However, in practice, FUNBF
has a relatively high sensitivity to errors made in the steering vectors of the scan grid points, in
case these do not precisely match the exact position of the actual sound source. This sensitivity
can cause considerably lower quantitative predictions at high frequencies, especially, if coarse
grids and high values of ν are employed [50]. For this paper, the value of ν was selected to be
8 after performing a sensitivity analysis [54, 55].
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2.3 Orthogonal beamforming (OB)

Orthogonal beamforming (OB) [56] is based on the eigenvalue decomposition of the CSM. It
is based on the idea of separating the signal (incoherent sound sources) and the noise (non–
acoustic pressure fluctuations) subspaces. OB considers a matrix G consisting of the steering
vectors between the incoherent sound sources and the array microphones. The main idea be-
hind OB is that each eigenvalue of G can be used to estimate the absolute source level of one
source, from the strongest sound source within the map to the weakest, assuming orthogonality
between steering vectors. These sources are then mapped to specific locations by assigning the
eigenvalues to the location of the highest peak in a beamforming source map constructed from
a rank–one CSM synthesized from the corresponding eigenvector. An important parameter,
which has to be adjusted by the user, is the number of eigenvalues that span the signal subspace,
which can be estimated by observing the number of dominant eigenvalues of the CSM. In this
paper, the number of eigenvalues was defined in a flexible way as those whose sum contains
90% of the trace of the matrix.

2.4 Robust adaptive beamforming (RAB)

Adaptive beamforming (AB) [57, 58], also known as Capon or minimum variance distortionless
response (MVDR) beamforming, can provide acoustic images with a higher spatial resolution
than CFDBF and has mostly been used in array signal processing for sonar and radar appli-
cations. This method employs a weighted steering vector formulation based on the inverse
of the CSM that maximizes the signal–to–noise ratio (SNR). Despite its super–resolution, AB
is relatively sensitive to any perturbations and its performance quickly deteriorates below an
acceptable level, preventing its direct application for aeroacoustic measurements [59]. To over-
come this issue, a robust adaptive beamforming (RAB) variation was proposed [59] specifically
for aeroacoustic applications. To mitigate any potential ill–conditioning of the CSM, diagonal
loading [59] is applied. The optimal value of the diagonal loading factor ε0 needs to be deter-
mined empirically. One method proposed by Huang et al. [59] consists of calculating the largest
eigenvalue σ of the CSM and multiplying it by a diagonal loading parameter µ0. In general,
smaller values of µ0 provide acoustic images with better array resolution but the computation
can fail due to numerical instability. On the other hand, a larger value of µ0 generates closer
results to the CFDBF. Typical values of µ0 normally range between 0.001 and 0.5. For this
research a value of µ0 = 0.1 was selected after a sensitivity analysis [55].

2.5 CLEAN-SC

CLEAN–SC [60] is a deconvolution technique that uses the fact that sidelobes are spatially
coherent with the main lobe [60]. CLEAN–SC is based on the assumption that the CSM can be
written as a summation of contributions from incoherent sources. The CLEAN–SC algorithm
starts by finding the steering vector yielding the maximum value of the CFDBF source map. The
contribution of the source component corresponding to that steering vector is then multiplied
by a loop gain factor ϕ̃ between 0 and 1 (selected as 0.99 in this paper [60]) and subtracted
from the CSM and, afterward, the same procedure is repeated for the remaining CSM, until a
certain stop criterion is fulfilled [60]. Ideally, the remaining CSM is “empty” after the iterative
process. In other words, its norm should be small compared to the one of the original CSM.
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The new source map is obtained by the summation of the clean beams of the identified sound
sources and the remaining degraded CSM [16]. This method has a relatively low sensitivity to
errors made in the source model that describe the sound propagation, i.e. if the steering vectors
considered do not exactly match with the source vectors [61].

2.6 Richardson–Lucy deconvolution (RL)

The Richardson–Lucy (RL) deconvolution approach is a Bayesian–based technique that works
in the frequency domain. The method originated within the field of astronomy [62, 63] and
has been adapted and extensively used in acoustic beamforming during the past years [64–68].
This technique associates the PSF with the concept of conditional probability. Inversion of the
acoustic integral makes use of Bayes’ theorem to find the inverse conditional probability of the
PSF. Similar to other popular deconvolution techniques, such as DAMAS [69], the RL approach
requires the prior computation of the acoustic source map obtained by CFDBF and knowledge
about the PSF, to then attempt at separating the contributions of the PSF from the CFDBF map to
find the real source distribution. It presents several advantages when compared to the DAMAS
Gauss–Seidel algorithm, as the output does not depend on the sequence order of equations. In
addition, the rendering of distributed sound sources obtained with RL appears to be smoother
when compared to DAMAS, in which the source has a speckle–like nature in many instances
[65, 70], and is inherently positive (no need to enforce non–negativity of the source autopowers).
However, the method can become computationally demanding on a three–dimensional scan
grid. To alleviate the computational cost, this study approximates the PSF as shift–invariant
PSF for every array plane. The focal point was selected to be (x,y,z) = (0,0,−2.32) m.

2.7 Global optimization methods (GO)

The search for the locations and amplitudes of sound sources in a three–dimensional space can
be considered a global optimization (GO) problem [35]. This method is essentially grid–free
and has proven to overcome the Rayleigh resolution limit [71]. Differential evolution algorithms
can be employed for the global optimization to escape local optima, such as sidelobes [35].
These optimization methods mimic natural evolution by using populations of solutions, where
promising solutions are given a high probability to reproduce and worse solutions have a lower
probability to reproduce. Estimates for source positions and source strengths are obtained as
a potential solution to the optimization and do not need to be obtained from a source map.
The number of sound sources present is typically not known a priori, but a simple iterative
process can be performed using as a first guess the number of dominant eigenvalues of the CSM.
By minimizing an objective function defined as the difference between the modeled CSM and
the measured CSM, the solution will converge over several generations to the actual position
and strength of the sound sources. For this study, the setting parameters required for the GO
method [35] were a population size q of 64, a multiplication factor F of 0.6, and a crossover
probability pC of 0.75. A total of 5 independent runs were performed, each of them with 600
generations. The GO method does not provide source maps like the other acoustic imaging
methods explained above, but instead, energy landscapes for each variable searched (in this
case the three coordinates (x,y,z) and the strength per sound source. These are not shown
in this paper for brevity reasons, but the interested reader is referred to [35] for examples of
these energy landscapes. A recent study [71] assessed the use of GO techniques for three–
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Figure 1: Diagram explaining the geometric average approach to combine two different acous-
tic source maps from asynchronous measurements taken by Array 1 and Array 2.

dimensional mapping of acoustic sources using the same experimental setup from section 3
with a single microphone array view (i.e. without combining asynchronous measurements).
The results presented here are those adapted from [71].

2.8 Combination of asynchronous microphone array measurements

Once these methods have been applied to the acoustic data recorded by the microphone array
placed in different positions (see Fig. 2c), the individual acoustic source maps obtained in each
asynchronous measurement can be combined to improve the quality of the results obtained [45].
Especially, the resolution in the direction perpendicular to the array plane is expected to improve
by combining measurements from different points of view. Figure 1 shows an example of the
typical beam patterns of two perpendicular arrays (elongated in the direction perpendicular
to the array plane). In case the results of both arrays are combined using, for example, the
geometrical average of the source autopowers in the grid, the end result will look something
similar to the intersection of both beams (shaded in red in Fig. 1).

Several combination approaches have been considered in the literature [42, 45], such as the
arithmetic mean of the source autopowers of each acoustic source map, their geometric mean,
or simply taking the minimum value of all source maps, in order to reduce sidelobes even
further [28]. The minimum value approach showed promising results in a recent study [45]
that considered omnidirectional sources, but in case directional sources are employed, such as
the current speakers (see their directivity pattern in Fig. 3f), it can lead to misleading results.
Therefore, in the current study, the geometric mean of the individual acoustic source maps
obtained from the different points of view of the array is employed.

Other alternatives for combining asynchronous microphone array measurements are based
in building a larger CSM that consists of the CSMs of each of the Nm asynchronous measure-
ments (or array views as denoted in this paper) considered [45] and that has a total size of
(NNm)× (NNm). The CSMs of the Nm measurements are arranged in block diagonal positions
and the remaining positions (i.e. the cross–correlations between pairs of microphones from
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different measurements) are padded by zero elements, due to the lack of information relating
different asynchronous measurements. This zero–padding poses a loss of information that syn-
chronous measurements would not suffer. Recent studies have investigated the possibility of
reconstructing the elements of the data-missing CSM [43, 44, 46, 70, 72]. These processes of-
ten require several assumptions about the characteristics of the acoustic sources, such as their
sparsity [43] or the SNR [46]. The present work has investigated the possibility of completing
the data–missing CSM (i.e. the block–Hermitian matrix resulting from the three array views)
using a fast iterative shrinkage–thresholding algorithm (FISTA) minimization approach simi-
lar to that of Yu et al. [73]. The spatial basis was constructed by using a dimension–reduced
Fourier space. The technique has been successfully applied in the past in the imaging of syn-
thetic noise sources [73], industrial machinery [43, 73], and laboratory–scale supersonic jets
[70]. However, efforts to complete the CSM in the present study were unsuccessful. This has
been attributed to the large distance between the distinct array view angles (see Fig. 2c). The
average distance between non–synchronous microphone pairs must be of the order of the corre-
lation length scale for the frequencies of interest, a condition that was not fulfilled in the current
experimental setup. As such, the completion of the CSM was penalized and the results were
essentially similar to those obtained using the zero–padded block–Hermitian matrix.

3 EXPERIMENTAL SETUP

The experiments were performed inside the anechoic chamber of the Faculty of Applied Sci-
ences at Delft University of Technology. The room has a cubic shape of 8 m × 8 m × 8 m
and all walls, floor, and ceiling are covered with 1 m long glass wool wedges, which provides
free–field sound propagation conditions (i.e. no sound reflections) for frequencies higher than
100 Hz, see Fig. 2a. The chamber is entirely decoupled from the building and has its own sup-
port, creating a fully vibration– and (virtually) background sound–free room (see background
noise spectrum in Fig. 2e, which is likely conditioned by the measurement floor of the MEMS
microphones used in the measurement). There is no structural floor present, instead, there is a
wire net on which a rigid floor can be installed if required. The microphone array was placed
on top of a small grid used as a rigid floor to support the tripod of the microphone array, see
Fig. 2a. The current experimental setup was also employed for another study investigating the
performance of global optimization methods for acoustic source mapping [71].

The phased microphone array employed was a CAE Systems Bionic M–112 microphone
array [75] of 1 m in diameter consisting of 112 MEMS digital microphones. The microphone
distribution of the prototype array is presented in Fig. 2b. The prototype array in its baseline
position (see black dots Fig. 2c) was placed 2.32 m away from the second speaker (S2), the
array’s center aligned with the center of the baffle of S2. In the coordinate system considered,
the prototype array is located in the z=−2.32 m plane. To provide different view angles to later
combine as asynchronous measurements, the prototype array was rotated 90◦ and −90◦ along a
rotation axis parallel to the y axis and located 0.21 m behind S2 (i.e. at z = 0.21 m). The rotated
arrays are depicted in Fig. 2c as blue and red dots for the 90◦ and −90◦ rotations, respectively.
A top view of the experimental setup is presented in Fig. 2d to observe the relative positions
of the speakers in a better way. Each microphone within the array was calibrated following the
guidelines of Mueller [11]. One microphone was found to be ill–performing and, hence, was
not considered for the post–processing. The sampling frequency was 48 kHz and the recording
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Figure 2: (a) Experimental setup inside of the anechoic chamber. (b) Microphone distribution of
the prototype array (seen from behind). (c) Three–dimensional view of the prototype
array (black dots) as well as those rotated 90◦ (blue dots) and −90◦ (red dots). The
three speakers (S1–S3) are depicted as stars and the dotted green lines denote the
boundaries of the scan grid. (d) Top view of the experimental setup. (e) Frequency
spectra of each speaker measured 1 m in front of their baffle. (f) Directivity patterns
of the speaker for different frequencies [74].
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time was 15 s per measurement. For all acoustic imaging methods, the CSM is calculated using
4096 samples with a 50% overlap using Hanning windowing. Thus, the resulting frequency
resolution is approximately 23.4 Hz.

Three Visaton FRWS 5 – 8 ohm speakers [74] were employed as reference sound sources,
coupled to an amplifier and emitting incoherent broadband noise (see Fig. 2e). The speakers
have a baffle diameter of 45 mm and an effective piston area of 12.5 cm2. Their frequency
responses range between 250 Hz and 10 kHz and they have a maximum power of 3 W. The
directivity patterns of the speaker for different frequencies (500 Hz, 1 kHz, 2 kHz, 4 kHz, and
8 kHz) are depicted in Fig. 2f. The speakers were placed in front of the prototype array, on a
wooden bar with a support system that did not require a rigid floor, see Fig. 2a. The relative
positions (S1, S2, and S3 for speakers 1, 2, and 3, respectively) are depicted in Figs. 2c and d
as a three–dimensional view and top view of the experimental setup, respectively. The center
of the coordinate system considered is defined at the location of S2 (i.e. S2’s coordinates are
(x,y,z) = (0,0,0) m), with the x axis pointing to the right as seen from the prototype array,
the y axis in the vertical direction pointing up, and the z axis in the normal direction of the
prototype array pointing away from it, see Fig. 2c. The coordinates of the other two speakers are
(x,y,z) = (−0.3,0,−0.1) m) for S1 and (x,y,z) = (0.5,0,−0.2) m) for S3. As aforementioned,
in this coordinate system, the center of the prototype array is located at (x,y,z) = (0,0,−2.32)
m, i.e. 2.32 m away from S2. Therefore, all speakers are contained in the y = 0 m plane. For
the current experimental setup, the frequency corresponding to the Rayleigh resolution limit
after which the prototype array is expected to be able to separate all the three sound sources is
3236 Hz. The sound spectra emitted by each speaker (with only one speaker emitting sound
at a time) measured 1 m in front of their baffle are depicted in Fig. 2e with the background
noise spectrum as reference. The overall sound pressure level Lp,overall in the frequency range
of 1 kHz to 10 kHz was 64.9 dB, 68.8 dB, and 67.9 dB, for speakers 1, 2, and 3, respectively.
Table 1 provides an overview of the positions and Lp,overall of each speaker. This combination
of speakers aims at simulating a complex three–dimensional distribution of multiple closely–
spaced noise sources, such as a landing gear system in aeroacoustic wind–tunnel experiments
[23, 29, 76].

Table 1: Overview of the positions and overall sound pressure levels Lp,overall between 1 kHz
and 10 kHz for each speaker.

Speaker Position (x,y,z), [m] Lp,overall, [dB]
S1 (-0.3, 0, -0.1) 64.9
S2 (0, 0, 0) 68.8
S3 (0.5, 0, -0.2) 67.9

The three–dimensional scan grid employed ranges from -2 m to 2 m in x, from -1 m to 1 m
in y, and from -2 m to 2 m in z, see the dotted green lines in Figs. 2c and d. A distance between
grid points of ∆x = ∆y = ∆z = 0.01 m was employed, i.e. a total of 32,321,001 scan grid points.
Given its considerably higher computational cost, the grid for RL was smaller, ranging from
-1 m to 1 m in x, from -0.2 m to 0.2 m in y, and from -1 m to 1 m in z and coarser, with a
distance between grid points of ∆x = ∆y = ∆z = 0.05 m, i.e. a total of 15,129 scan grid points.
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The search space for GO (technically not a scan grid) ranged from -2 m to 2 m in x, from -2 m
to 2 m in y, and from -2 m to 2 m in z.

4 RESULTS AND DISCUSSION

This section contains some exemplary acoustic source maps obtained by each acoustic imaging
method considered for the one–third–octave frequency bands centered at 2.5 kHz and 5 kHz.
The first case represents a frequency below the aforementioned frequency corresponding to the
Rayleigh resolution limit of 3236 Hz, whereas the second case is above that limit. The three–
dimensional acoustic source maps for the cases with a single view (prototype array at 0◦), two
views combined (0◦ and -90◦), and all three views combined (0◦, 90◦, and -90◦) are presented.
All source maps are plotted as isocontours 3 dB (in red) and 6 dB (in yellow) below the peak
value in the scan grid. As in Fig. 2c, the three speakers (S1–S3) are depicted as stars. To
observe the results in a better way, they are presented in a smaller scan grid ranging from -1 m
to 1 m in x, from -0.2 m to 0.2 m in y, and from -1 m to 1 m in z.

Figure 3 depicts the results obtained for CFDBF. As expected, the results with a single view
(Figs. 3a and d) fail to properly localize the sound sources in the z direction given the planar
array’s poor depth resolution. The case with 2.5 kHz (Fig. 3a) is not able to separate S1 and
S2 as different sources due to the limited spatial resolution in the x direction at that frequency.
For 5 kHz (Fig. 3d), on the other hand, three different beams are shown, one for each speaker.
Once the results of two views (Figs. 3b and e) or three views (Figs. 3c and f) are combined
asynchronously, the accuracy in source localization in the z direction greatly improves and, for
the case with 5 kHz (Figs. 3e and f), the three sources can be properly separated and localized.
The combined results for 2.5 kHz (Figs. 3b and c) still show difficulties in separating S1 and
S2 in the x direction due to the Rayleigh resolution limit. In general, adding a third view does
not seem to change the acoustic source maps significantly for this case.

The relative errors for estimating the position and sound pressure level Lp of each speaker
made by CFDBF in each case (a single view (0◦), two views (0◦ and −90◦) combined, and all the
three views (0◦, 90◦, and −90◦) combined) are calculated with respect to the reference values
in Table 1 and the one–third–octave frequency band spectra in Fig 2e. The position and Lp of
each speaker are estimated by searching for the peak Lp values in three subspaces: x ≤−0.2 m
for S1, −0.2m < x ≤ 0.35 m for S2 and x > 0.35 m for S3. The errors in position (x = (x,y,z))
are calculated as ∆x = xestimated −xref, where xestimated and xref are the estimated and reference
position values, respectively. Similarly, the errors in sound pressure level are estimated as
∆Lp = Lp,estimated − Lp,ref, where Lp,estimated and Lp,ref are the estimated and reference sound
pressure values, respectively. In addition, the absolute error averaged over the whole frequency
range considered (the eleven one–third–octave bands between 1 kHz and 10 kHz) ε = |∆Lp|,
i.e. the average L 1 norm of the differences is depicted for each speaker in the legends.

The errors made by CFDBF are presented in Fig. 4 for the cases with one (a, d), two (b,
e), and three views (c, f). As observed in the source maps of Fig. 3, the relative errors in
the z direction are the largest for the case with a single view. The position errors considerably
decrease if two or three views are employed. As explained before, the position errors below
the frequency corresponding to the Rayleigh resolution limit increase due to the poor spatial
resolution. The errors in Lp for the case with a single view (Fig. 4d) are relatively low and only
increase below the Rayleigh resolution limit, especially for the weakest source (S1). The Lp
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(a) 1 view (2.5 kHz) (b) 2 views (2.5 kHz) (c) 3 views (2.5 kHz)

(d) 1 view (5 kHz) (e) 2 views (5 kHz) (f) 3 views (5 kHz)

Figure 3: 3D acoustic source maps obtained for CFDBF for a one–third–octave frequency band
centered at 2.5 kHz (first row) and 5 kHz (second row).
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Figure 4: Relative errors in position in x, y, and z (first row) and Lp (second row) for each
speaker made by CFDBF. The vertical dotted line represents the Rayleigh resolution
limit.
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errors for the cases with two and three views (Fig. 4e and f, respectively), considerably increase,
especially for higher frequencies. This is partly explained by the stronger directionality pattern
shown for higher frequencies in the emission directivity pattern of the speakers, see Fig. 2f.
In fact, using three views instead of two further increases the estimation errors, which supports
this idea.

The source maps obtained by FUNBF are presented in Fig. 5 for the same cases discussed
above. In this case, the three speakers can be separated for the 2.5 kHz as three different beams
(Fig. 5a). Once again, increasing the number of views enables a better localization in the z
direction. In general, the case with 3 views (Fig. 5c) provides slightly wider lobes than the case
with just 2 views (Fig. 5b). This is probably an artifact due to the directivity pattern of the sound
sources, the application of the geometric mean approach, or uncertainties in the experimental
setup.

The errors made by FUNBF are presented in Fig. 5. In general, the position errors are lower
than those made by CFDBF and, in this case, the case with 3 views (Fig. 5c) notably reduces
the error in the z position of S2 with respect to the case with only two views (Fig. 5b). On the
other hand, the errors made for the Lp estimations are slightly higher than those for CFDBF,
especially at higher frequencies, due to the aforementioned sensitivity of FUNBF when coarse
grids are employed.

The results obtained by OB (Figs. 7 and 8) are essentially the same as those by CFDBF, since
in a quiet environment without any other major sound sources present, they are expected to
provide similar results for the parameters employed here [56]. Therefore, the same conclusions
as for CFDBF apply.

The acoustic source maps obtained by RAB are presented in Fig. 9. The case with a single
view (Fig. 9a and d) shows one distinct beam for each speaker (also for the 2.5 kHz band).
However, there seems to be an offset in the location of the maxima in the positive z direction,
which is also observed in the position error graphs in Fig. 10a. This method is probably the
one that benefits the most from the combined approach with multiple asynchronous views be-
cause once two or three views are combined, the position errors (Figs. 10b and c) considerably
decrease to similar levels as those made by FUNBF. The errors in Lp made by the single view
case (Fig. 10d) are about 5 dB higher than those made by CFDBF, FUNBF, or OB. The quan-
tification errors for the cases with two and three views (Fig. 10e and f), on the other hand, are
slightly lower than the other methods.

The results obtained for CLEAN–SC are depicted in Figs. 11 and 12 for the acoustic source
plots and the error graphs, respectively. Unlike in previous studies [29, 34] that also employed
asynchronous microphone array measurements with CLEAN–SC for three–dimensional acous-
tic source mapping and achieved very successful results, the acoustic source maps obtained
by CLEAN–SC in the current investigation seem to fail to properly identify the three different
speakers as separate sound sources. Instead, in most cases, only S3 is identified (closest source
to the prototype array), and with a positive offset in the z direction. Some source maps (such as
the one–view case for 5 kHz for the prototype array, Fig. 11d) also identify S2, but the weakest
source of all (S1) was not properly identified in this experiment. On the other hand, the source
maps obtained for measurements with a single speaker emitting (not shown here for brevity
reasons) did manage to identify the single sound source present in the three–dimensional space
with relatively high accuracy. Therefore, the explanation for the poor performance of CLEAN–
SC in the multi–source cases might be due to poor spatial resolution. The exact reasons for
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this phenomenon are not yet known and are the subject of future work, such as extending the
investigation of high–resolution versions of CLEAN–SC [16, 29, 61] to confirm this hypothe-
sis. Given its poor source localization performance, the errors made by CLEAN–SC in terms
of position and Lp (Fig. 12) are considerably larger than the other methods investigated.

The acoustic source maps provided by RL deconvolution (with a smaller and coarser grid, see
section 3) are presented in Fig. 13. The cases for 2.5 kHz (Figs. 13a–c) seem to only identify
two main distributed sound sources that get narrower around the actual speaker positions as the
number of views employed increases from one to three. However, the spatial resolution obtained
is not as high as some of the other methods presented before, such as FUNBF (see Figs. 5a–c).
For the higher frequency case of 5 kHz, on the other hand, the speakers are properly identified
once multiple views are employed (Figs. 13e and f), and the position errors are within once
and twice the separation between scan points of the grid employed (0.05 m). The considerably
higher computational cost of the RL deconvolution prevented a comparative study with the rest
of the methods using the same scan grid and the number of frequencies analyzed. Therefore,
no error graphs are shown for this method, and only the acoustic source maps are presented as
indicative.

The outcome of GO methods is not technically a traditional acoustic source map, but rather
the coordinates in (x,y,z) and the Lp for the number of sound sources the user requests the
method to search for. Therefore, the results presented here for GO simply correspond to the
error graphs in these variables (see Fig. 14 until the 6300 Hz one–third–octave frequency band
for the case of a single view [71]). The position errors made by GO in x and y are considerably
lower than those made by the other methods with a single view and of the same order as with
the combined approach, likely due to the super–resolution offered by GO. There seems to be a
consistent positive offset in the z coordinate estimated for the three speakers, as mentioned in
[71]. The errors made in estimating Lp are of the same order as those made by CFDBF with
a single view (see Fig. 4d), except for the lowest frequency band of 1 kHz that are somewhat
higher. The asynchronous combination of additional views was investigated but did not im-
prove the results obtained with a single view significantly. Future work might investigate the
application of GO methods to the combined block–Hermitian CSM (consisting of the CSMs of
different measurements) simultaneously, as explained in section 2.8.

It should be noted that the error results presented here were converted from errors expressed
as narrowband spectra from [71] to one–third–octave band spectra by combining the narrow-
band errors within each band and calculating the average of their absolute value (i.e. the aver-
age L 1 norm of the errors, similarly as done for the ε error parameters before). Therefore, this
might influence the values presented here. Future comparisons should investigate calculating
the one–third–octave error values directly from GO with multiple frequencies for a more fair
comparison.

5 CONCLUSIONS

This paper has investigated the potential improvement of three–dimensional acoustic source
mapping capabilities by combining asynchronous measurements of planar microphone arrays.
This is especially interesting for test models featuring complicated arrangements of noise
sources in 3D and for test facilities equipped with a planar microphone array that can be dis-
placed around the test model. The performance of different acoustic imaging methods was
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(a) 1 view (2.5 kHz) (b) 2 views (2.5 kHz) (c) 3 views (2.5 kHz)

(d) 1 view (5 kHz) (e) 2 views (5 kHz) (f) 3 views (5 kHz)

Figure 5: Three–dimensional acoustic source maps obtained for FUNBF for a one–third–
octave frequency band centered at 2.5 kHz (first row) and 5 kHz (second row).
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(c) 3 views (0◦, 90◦, and -90◦)
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Figure 6: Relative errors in position in x, y, and z (first row) and Lp (second row) for each
speaker made by FUNBF. The vertical dotted line represents the Rayleigh resolution
limit.
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(a) 1 view (2.5 kHz) (b) 2 views (2.5 kHz) (c) 3 views (2.5 kHz)

(d) 1 view (5 kHz) (e) 2 views (5 kHz) (f) 3 views (5 kHz)

Figure 7: Three–dimensional acoustic source maps obtained for OB for a one–third–octave
frequency band centered at 2.5 kHz (first row) and 5 kHz (second row).
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Figure 8: Relative errors in position in x, y, and z (first row) and Lp (second row) for each
speaker made by OB. The vertical dotted line represents the Rayleigh resolution limit.
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(a) 1 view (2.5 kHz) (b) 2 views (2.5 kHz) (c) 3 views (2.5 kHz)

(d) 1 view (5 kHz) (e) 2 views (5 kHz) (f) 3 views (5 kHz)

Figure 9: Three–dimensional acoustic source maps obtained for RAB for a one–third–octave
frequency band centered at 2.5 kHz (first row) and 5 kHz (second row).
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(b) 2 views (0◦ and -90◦)
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Figure 10: Relative errors in position in x, y, and z (first row) and Lp (second row) for each
speaker made by RAB. The vertical dotted line represents the Rayleigh resolution
limit.
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(a) 1 view (2.5 kHz) (b) 2 views (2.5 kHz) (c) 3 views (2.5 kHz)

(d) 1 view (5 kHz) (e) 2 views (5 kHz) (f) 3 views (5 kHz)

Figure 11: Three–dimensional acoustic source maps obtained for CLEAN–SC for a one–third–
octave frequency band centered at 2.5 kHz (first row) and 5 kHz (second row).

1000 2000 5000 10000

Frequency, [Hz]

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

P
o

si
ti

o
n

 e
rr

o
r,

 [
m

]

S1 error x

S1 error y

S1 error z

S2 error x

S2 error y

S2 error z

S3 error x

S3 error y

S3 error z

(a) 1 view (0◦)

1000 2000 5000 10000

Frequency, [Hz]

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

P
o

si
ti

o
n

 e
rr

o
r,

 [
m

]

S1 error x

S1 error y

S1 error z

S2 error x

S2 error y

S2 error z

S3 error x

S3 error y

S3 error z

(b) 2 views (0◦ and -90◦)

1000 2000 5000 10000

Frequency, [Hz]

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

P
o

si
ti

o
n

 e
rr

o
r,

 [
m

]

S1 error x

S1 error y

S1 error z

S2 error x

S2 error y

S2 error z

S3 error x

S3 error y

S3 error z

(c) 3 views (0◦, 90◦, and -90◦)
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Figure 12: Relative errors in position in x, y, and z (first row) and Lp (second row) for each
speaker made by CLEAN–SC. The vertical dotted line represents the Rayleigh reso-
lution limit.
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(a) 1 view (2.5 kHz) (b) 2 views (2.5 kHz) (c) 3 views (2.5 kHz)

(d) 1 view (5 kHz) (e) 2 views (5 kHz) (f) 3 views (5 kHz)

Figure 13: Three–dimensional acoustic source maps obtained for RL for a one–third–octave
frequency band centered at 2.5 kHz (first row) and 5 kHz (second row).
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Figure 14: Relative errors in position in x, y, and z (a) and Lp (b) for each speaker made by GO
methods. The vertical dotted line represents the Rayleigh resolution limit. Adapted
from [71].

investigated in terms of localization and quantification accuracy of sound sources.
A case study featuring three speakers emitting broadband incoherent noise in an anechoic

chamber showed that the typical poor spatial resolution of planar arrays in the depth direction
can be considerably improved by combining multiple asynchronous measurements with differ-
ent array views, using the geometric average of their source autopowers. On the other hand, the
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quantitative estimations of the frequency spectra in sound pressure level were found to be more
accurate when a single view was employed in front of the speakers. Overall, FUNBF, RAB, and
GO provided the best performance in terms of sound source localization, whereas CFDBF and
GO provided the most accurate quantitative results in terms of sound pressure level spectra.
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Combining asynchronous microphone array measurements for enhanced acoustic imaging
and volumetric source mapping, Applied Acoustics 182, 1 (2021).

[46] F. Ning, J. Song, J. Hu, and J. Wei, Sound source localization of non–synchronous mea-
surements beamforming with block Hermitian matrix completion, Mechanical Systems
and Signal Processing 147, 1 (2020).

22

http://dx.doi.org/ 10.1121/1.4973915
http://dx.doi.org/ 10.1121/1.4973915
http://dx.doi.org/ 10.1016/j.jsv.2020.115208
http://dx.doi.org/ 10.1016/j.jsv.2020.115208
http://dx.doi.org/10.1016/j.jsv.2003.08.022
http://dx.doi.org/10.1016/j.jsv.2003.08.022
http://dx.doi.org/ 10.2514/6.2013-2213
http://dx.doi.org/ 10.2514/6.2013-2213
http://dx.doi.org/10.1016/j.ymssp.2007.09.017
http://www.bebec.eu/Downloads/BeBeC2018/Papers/BeBeC-2018-S09.pdf
http://www.bebec.eu/Downloads/BeBeC2018/Papers/BeBeC-2018-S09.pdf
http://www.bebec.eu/Downloads/BeBeC2018/Papers/BeBeC-2018-S10.pdf
http://www.bebec.eu/Downloads/BeBeC2018/Papers/BeBeC-2018-S10.pdf
http://dx.doi.org/10.1109/ACCESS.2020.2991606
http://dx.doi.org/ 10.1016/j.apacoust.2021.108247
http://dx.doi.org/10.1016/j.ymssp.2020.107118
http://dx.doi.org/10.1016/j.ymssp.2020.107118


9th Berlin Beamforming Conference 2022 Merino-Martı́nez et al.

[47] E. Sarradj, G. Herold, P. Sijtsma, R. Merino-Martinez, A. M. N. Malgoezar, M. Snellen,
T. F. Geyer, C. J. Bahr, R. Porteous, D. J. Moreau, and C. J. Doolan, A microphone
array method benchmarking exercise using synthesized input data, in 23rd AIAA/CEAS
Aeroacoustics Conference, June 5 – 9 2017, Denver, CO, USA (2017) AIAA paper 2017–
3719.

[48] R. Merino-Martinez, P. Sijtsma, and M. Snellen, Inverse Integration Method for Dis-
tributed Sound Sources, in 7th Berlin Beamforming Conference, March 5 – 6 2018, Berlin,
Germany (GFaI, e.V., Berlin, 2018) BeBeC–2018–S07.

[49] R. Merino-Martinez, P. Sijtsma, A. Rubio Carpio, R. Zamponi, S. Luesutthiviboon,
A. M. N. Malgoezar, M. Snellen, C. Schram, and D. G. Simons, Integration methods
for distributed sound sources, International Journal of Aeroacoustics 18, 444 (2019).

[50] R. Merino-Martinez, S. Luesutthiviboon, R. Zamponi, A. Rubio Carpio, D. Ragni, P. Si-
jtsma, M. Snellen, and C. Schram, Assessment of the accuracy of microphone array meth-
ods for aeroacoustic measurements, Journal of Sound and Vibration 470, 1 (2020).

[51] R. Merino-Martinez, G. Herold, M. Snellen, and R. P. Dougherty, Assessment and com-
parison of the performance of functional projection beamforming for aeroacoustic mea-
surements, in 8th Berlin Beamforming Conference, March 2 – 3 2020, Berlin, Germany
(GFaI, e.V., Berlin, 2020) BeBeC–2020–S7.

[52] B. D. van Veen and K. M. Buckley, Beamforming: A Versatile Approach to Spatial Filter-
ing, IEEE ASSP Magazine 5, 4 (1988).

[53] R. P. Dougherty, Functional Beamforming, in 5th Berlin Beamforming Conference, Febru-
ary 19 – 20 2014, Berlin, Germany (GFaI, e.V., Berlin, 2014) BeBeC–2014–01.

[54] R. Merino-Martinez, M. Snellen, and D. G. Simons, Functional beamforming applied to
imaging of flyover noise on landing aircraft, Journal of Aircraft 53, 1830 (2016).

[55] R. Merino-Martinez, M. Snellen, and D. G. Simons, Functional Beamforming Applied to
Full Scale Landing Aircraft, in 6th Berlin Beamforming Conference, February 29 – March
1 2016, Berlin, Germany (GFaI, e.V., Berlin, 2016) BeBeC–2016–D12.

[56] E. Sarradj, A fast signal subspace approach for the determination of absolute levels
from phased microphone array measurements, Journal of Sound and Vibration 329, 1553
(2010).

[57] H. Cox, R. Zeskind, and M. Owen, Robust adaptive beamforming, IEEE Transactions on
Acoustics Speech and Signal Processing ASSP–35, 1365 (1987).

[58] O. L. Frost, An algorithm for linearly constrained adaptive array processing, Proceedings
of the IEEE 60, 926 (1972).

[59] X. Huang, L. Bai, I. Vinogradov, and E. Peers, Adaptive beamforming for array signal
processing in aeroacoustic measurements, Journal of the Acoustical Society of America
131, 2152 (2012).

23

http://dx.doi.org/10.2514/6.2017-3719
http://dx.doi.org/10.2514/6.2017-3719
http://www.bebec.eu/Downloads/BeBeC2018/Papers/BeBeC-2018-S07.pdf
http://www.bebec.eu/Downloads/BeBeC2018/Papers/BeBeC-2018-S07.pdf
http://dx.doi.org/10.1177/1475472X19852945
http://dx.doi.org/ 10.1016/j.jsv.2020.115176
http://www.bebec.eu/Downloads/BeBeC2020/Papers/BeBeC-2020-S07.pdf
http://dx.doi.org/ 10.2514/1.C033020
http://bebec.eu/Downloads/BeBeC2014/Papers/BeBeC-2014-01.pdf
http://bebec.eu/Downloads/BeBeC2014/Papers/BeBeC-2014-01.pdf
http://dx.doi.org/10.2514/1.C033691
http://www.bebec.eu/Downloads/BeBeC2016/Papers/BeBeC-2016-D12.pdf
http://www.bebec.eu/Downloads/BeBeC2016/Papers/BeBeC-2016-D12.pdf
http://dx.doi.org/ 10.1016/j.jsv.2009.11.009
http://dx.doi.org/ 10.1016/j.jsv.2009.11.009
http://dx.doi.org/10.1109/TASSP.1987.1165054
http://dx.doi.org/10.1109/TASSP.1987.1165054
http://dx.doi.org/ 10.1109/PROC.1972.8817
http://dx.doi.org/ 10.1109/PROC.1972.8817
http://dx.doi.org/10.1121/1.3682041
http://dx.doi.org/10.1121/1.3682041


9th Berlin Beamforming Conference 2022 Merino-Martı́nez et al.

[60] P. Sijtsma, CLEAN based on spatial source coherence, International Journal of Aeroacous-
tics 6, 357 (2007), SAGE Publications Ltd. London, United Kingdom.

[61] P. Sijtsma, R. Merino-Martinez, A. M. N. Malgoezar, and M. Snellen, High–Resolution
CLEAN–SC: Theory and Experimental Validation, International Journal of Aeroacoustics
16, 274 (2017), SAGE Publications Ltd. London, United Kingdom.

[62] W. H. Richardson, Bayesian–Based Iterative Method of Image Restoration, Journal of the
Optical Society of America 62, 55 (1972).

[63] L. B. Lucy, An iterative technique for the rectification of observed distributions, The As-
tronomical Journal 79, 745 (1974).

[64] D. Papamoschou, Imaging of Distributed Directional Noise Sources, Journal of Sound and
Vibration 330, 2265 (2011).

[65] E. Tiana-Roig and F. Jacobsen, Deconvolution for the localization of sound sources using
a circular microphone array, The Journal of the Acoustical Society of America 134, 2078
(2013).

[66] T. C. Yang, On conventional beamforming and deconvolution, in OCEANS 2016 – Shang-
hai (2016) pp. 1–5.

[67] D. Papamoschou, D. Morata, and P. Shah, Inverse Acoustic Methodology for Continuous-
Scan Phased Arrays, AIAA Journal 57, 5126 (2019).

[68] D. Morata and D. Papamoschou, Advances in the direct spectral estimation of aeroa-
coustic sources using continuous-scan phased arrays, AIAA Scitech 2021 Forum,
10.2514/6.2021-0215.

[69] T. F. Brooks and W. M. Humphreys, A Deconvolution Approach for the Mapping of Acous-
tic Sources (DAMAS) determined from phased microphone arrays, in 10th AIAA/CEAS
Aeroacoustics Conference, May 10 – 12 2004, Manchester, UK (2004) AIAA paper 2004–
2954.

[70] D. Morata and D. Papamoschou, Extension of Traditional Beamforming Methods to the
Continuous–Scan Paradigm, in 14th AIAA SciTech Forum, January 3 – 7, 2022, San Diego,
CA, USA (2022) AIAA paper 2022–1154.

[71] B. von den Hoff, R. Merino-Martinez, M. Snellen, and D. Simons, Using global optimiza-
tion methods for three–dimensional localization and quantification of incoherent acoustic
sources, Journal of the Acoustical Society of America (Express Letter) 2, 1 (2022).

[72] C. B. Goates, B. M. Harker, T. B. Neilsen, and K. L. Gee, Extending the bandwidth
of an acoustic beamforming array using phase unwrapping and array interpolation, The
Journal of the Acoustical Society of America 141, EL407 (2017).

[73] L. Yu, J. Antoni, Q. Leclère, and W. Jiang, Acoustic source reconstruction from non–
synchronous sequential measurements by Fast Iterative Shrinkage Thresholding Algo-
rithm, Journal of Sound and Vibration 408, 351 (2017).

24

http://dx.doi.org/10.1260/147547207783359459
http://dx.doi.org/10.1260/147547207783359459
http://dx.doi.org/10.1177/1475472X17713034
http://dx.doi.org/10.1177/1475472X17713034
https://www.cs.duke.edu/courses/cps258/fall06/references/Nonnegative-iteration/Richardson-alg.pdf
https://www.cs.duke.edu/courses/cps258/fall06/references/Nonnegative-iteration/Richardson-alg.pdf
https://www.medphysics.wisc.edu/~fains/html/Lectures/fain.article.20080001.pdf
https://www.medphysics.wisc.edu/~fains/html/Lectures/fain.article.20080001.pdf
http://dx.doi.org/ 10.1016/j.jsv.2010.11.025
http://dx.doi.org/ 10.1016/j.jsv.2010.11.025
http://dx.doi.org/10.1121/1.4816545
http://dx.doi.org/10.1121/1.4816545
http://dx.doi.org/ 10.1109/OCEANSAP.2016.7485545
http://dx.doi.org/ 10.1109/OCEANSAP.2016.7485545
http://dx.doi.org/10.2514/1.J058085
http://dx.doi.org/10.2514/6.2021-0215
http://dx.doi.org/10.2514/6.2021-0215
http://dx.doi.org/10.2514/6.2004-2954
http://dx.doi.org/10.2514/6.2004-2954
http://dx.doi.org/10.2514/6.2022-1154
http://dx.doi.org/10.2514/6.2022-1154
http://dx.doi.org/10.1121/10.0010456
http://dx.doi.org/10.1121/1.4981235
http://dx.doi.org/10.1121/1.4981235
http://dx.doi.org/10.1016/j.jsv.2017.07.036


9th Berlin Beamforming Conference 2022 Merino-Martı́nez et al.

[74] Visaton – Speaker FRWS 5 – 8 Ohm, https://www.visaton.de/en/products/drivers/fullrange-
systems/frws-5-8-ohm, Accessed in May 2022.

[75] CAE Systems website, https://www.cae-systems.de/en/products/acoustic-camera-sound-
source-localization/bionic-m-112.html, Accessed in January 2017.

[76] R. Merino-Martinez, E. Neri, M. Snellen, J. Kennedy, D. G. Simons, and G. J. Ben-
nett, Analysis of nose landing gear noise comparing numerical computations, prediction
models and flyover and wind–tunnel measurements, in 24th AIAA/CEAS Aeroacoustics
Conference, June 25 – 29 2018, Atlanta, Georgia, USA (2018) AIAA paper 2018–3299.

25

https://www.visaton.de/en/products/drivers/fullrange-systems/frws-5-8-ohm
https://www.visaton.de/en/products/drivers/fullrange-systems/frws-5-8-ohm
https://www.cae-systems.de/en/products/acoustic-camera-sound-source-localization/bionic-m-112.html
https://www.cae-systems.de/en/products/acoustic-camera-sound-source-localization/bionic-m-112.html
http://dx.doi.org/10.2514/6.2018-3299
http://dx.doi.org/10.2514/6.2018-3299

	1 INTRODUCTION
	2 ACOUSTIC IMAGING METHODS
	2.1 Conventional frequency domain beamforming (CFDBF)
	2.2 Functional beamforming (FUNBF)
	2.3 Orthogonal beamforming (OB)
	2.4 Robust adaptive beamforming (RAB)
	2.5 CLEAN-SC
	2.6 Richardson–Lucy deconvolution (RL)
	2.7 Global optimization methods (GO)
	2.8 Combination of asynchronous microphone array measurements

	3 EXPERIMENTAL SETUP
	4 RESULTS AND DISCUSSION
	5 CONCLUSIONS

