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Abstract

In our contribution, we examine the use of Neuronal Networks for beamforming in the
frequency domain. While conventional beamformers and deconvolution algorithms are of-
ten a compromise of spatial resolution, assumptions about the Green’s function, and com-
putational effort, machine learning offers a new perspective on beamforming. While there
exists some research that shows the potential of Neuronal Networks for beamforming, this
study focuses on the different use-cases, and challenges that arise from the corresponding
architectures. We discuss possible input and output designs for Neuronal Networks, differ-
ent layer designs, and different activation-, and loss functions. The different architectures
are evaluated and discussed for several source types such as monopoles and dipoles using
several metrics for the quality of the resulting maps.

1 Introduction

Multiple noise-generating phenomena and mechanisms exist in acoustics. For the localization
and estimation of the sound power of complex source geometries, such as planes, cars, or trains,
beamforming is a reliable method [20]. Since for a sound field observed with a finite amount
of sensors there exist an infinite amount of possible source configurations [12], beamforming
methods rely on several assumptions. The main assumptions include generally one or all of
these: spatially compact sources, monopole sources, incoherent sources, and independent
sound radiation for each frequency. While all of these assumptions are typically violated in
real-world scenarios, simple algorithms such as Conventional Beamforming (CB) are still
widely popular due to their robustness and known limitations [20]. More sophisticated ap-
proaches exist, such as inverse methods [28], deconvolution methods such as CLEAN-SC [24],
and DAMAS [5] where the true source distribution is reconstructed from the dirty beamforming
maps, or unsupervised learning methods [2, 8, 9, 29] where beamforming is treated as a blind
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source separation problem. However, inverse methods and advanced deconvolution methods
are often computationally expensive and still include assumptions about the source.

In recent years supervised learning became widely popular and outperformed any other
classification algorithms given enough learning data. For supervised learning in the frequency
domain, the true source distribution and the corresponding Cross Spectral Matrix (CSM) must
be known, which is mathematically the most compact form for quasi-stationary, proper, and
circular data [1]. In this paper we will assume these properties, however, it was shown that this
is not necessarily the case for microphone data obtained in wind tunnels. Then, higher-order
statistics can improve the performance of the beamforming process [22].

For the supervised learning, we will employ an Artificial Neuronal Network (ANN), which
is a universal function approximator based on the universal approximation theorem. The goal
of the ANN is to generate the correct source distribution from the presented input CSM. While
ANN research in non-acoustical time-domain beamforming has already advanced significantly,
acoustical ANN beamforming is still relatively new. In this paper, we will solely focus on
beamforming in the frequency domain, where different architectures have been proposed. On
the input side, the ideas can be separated into methods that either use the CSM or CB maps. For
the hidden ANN layers typically Fully Connected Layers (FCL) or Convolutional Layers (CL)
are used. For the output either the source distribution is estimated on a grid, or the existence of
a source, its strength, and its coordinates are estimated. The recent research is summed up in
Table 1 and separated into the different input and output designs.

grid-free grid-based
CB map Kujawski et al. [13] Pinto et al. [21]

Castellini et al.[7] Ma and Liu [19]
CSM Lee et al. [16] Xu et al. [26]

Lee et al. [15]

Table 1: Overview of the research that has been conducted, separated according to the input
and output designs.

All of the presented literature discusses the detection of compact monopoles at single
frequencies. However, methods such as DAMAS and CLEAN-SC give very good results for
these used cases. Thus, in this paper, we will discuss how to generate arbitrary training data for
multipole sources such as dipoles, and distributed sources with any given coherence between
them. For the ANN, we will only discuss approaches that are based on the input CSM, since
the CB map input already discards information about the true source distribution and includes
the source assumptions.

For the traditional grid-based approach we will discuss the several challenges and design
options that arise from this problem and evaluate these based on error metrics, that are designed
to quantify the accuracy of the classification and regression results. Additionally, we will
explore a very recent advancement in machine learning as a work in progress: Deep Sets [27],
where the beamforming problem can be reformulated as a tensor-to-set problem, which is
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particularly successful in object detection and classification tasks [6, 14, 18].

2 Data generation

For deep learning a large quantity of training data is necessary. Thus, we will generate syn-
thetic training data directly in the frequency domain, which allows the generation of millions of
sources within seconds. We will explore how to generate compact and distributed sources, and
monopoles and dipoles. The number of microphones is denoted by N and the sensor positions
with xn for n = 1, . . . ,N. The source locations are denoted with ytrue.

2.1 Source Definition

A source in this paper has an amplitude a, an arbitrary phase, a location y that can be spatially
distributed, and a rotation (for multipoles).

2.2 Multipoles

The CSM corresponding to a multipole signal is given by the complex microphone pressure
vector p

p =

 p(x1)
...

p(xN)

 (1)

with
C = pp∗ (2)

and ∗ is the Hermitian transpose. Given a source signal s(y), the complex pressure at micro-
phone position xn, is given by

p(xn) = s(y)h(xn,y) , (3)

where h describes the propagation from source location y to microphone of the given source
type. For a monopole the propagation function h is given by the Greens Function

hmono(xn,y) =
exp(− jkd)

d
, (4)

with the wavenumber k = w/c, c is the speed of sound, and d = |xn− y|. For a dipole, the
propagation function is given by

hdip(xn,y) =
(
edip · en

)
exp(− jkd)

(
1
d2 +

jk
d

)
(5)

with e being the normalized direction vector of the dipole and the microphone position n. If
given in spherical coordinates, which makes it easier to control the rotation and strength of the
dipole independently, they can be derived with

e = [sin(θ)cos(φ),sin(θ)sin(φ),cos(θ)]T . (6)
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Thus, the dot product of unit vectors incorporates the dipole directivity, based on the dipole
rotation and locations of microphones in three-dimensional space.

2.3 Distributed sources and source coherence

In real world scenarios sources are often spatially distributed. To build a distributed source of
any shape, we approximate it with a superposition of M compact sub-sources at source locations
yi

s =

 s1(y1)
...

sM(yM)

 . (7)

The number of sub-sources should be chosen so that ∆|xi| � λ , to prevent aliasing in the re-
sulting sound field. Using the corresponding propagation function h, the propagation matrix H
is given by

Hnm = h(xn,ym) n = 1, . . .N m = 1, . . .M . (8)

Given that s ∈ CM is a vector-valued random variable, its correlation matrix is E(ss∗) and the
CSM C at the microphone array is given by

C = HE(ss∗)H∗ . (9)

Thus, the CSM values depends on the coherence of the sub-sources, for incoherent sub-sources
one gets

E(ss∗) = diag
(
|s1|2, . . . , |sM|2

)
. (10)

We want to replace the correlation matrix with an explicit expression depending on an amplitude
vector ŝ ∈ CM (defined later) and a coherence matrix Γ ∈ CM×M . More precisely, we replace
eq. 9 with

C = H(Γ⊗ (ŝŝ∗))H∗ , (11)

where⊗ denotes the pointwise (Hadamard) product. A function for Γ can be freely defined, e.g.
Γ= 1 (matrix of ones) for coherent sub-sources or Γ= I (identity matrix) for incoherent sources.
Additionally, Γ may include phase relations between the sub-sources si and s j. However, Γ

must be Hermitian so that the CSM is also Hermitian. For the purpose of this paper we define
a simple variable coherence length Lc. Based on the sub-sources’ wave-length λ and distance
matrix between all sub-sources d.

Γ =


I for Lc = 0

exp
(
− 2d

λLc

)
for 0 < Lc < ∞

1 for Lc→ ∞

(12)

Source strength normalization

With an increasing number of sub-sources the SPL in the far-field generally increases (depend-
ing on their coherence, phase relationship, etc.). Since we want the total SPL to be independent
of the number of sub-sources, we normalize their power. The normalization can be derived
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by analytically calculating the CSM entries for the given sub-sources si with amplitude Ai and
phase Qi

si = AiQi . (13)

The coherence between the sub-sources is given by

QiQ j = ηi j (14)

with 0 ≤ |η |2 ≤ 1. Then we use for the n-th sensor the a-th Greens function g on the i-th
sub-source s. The the microphone signal then is

p(xn) = ∑
i

gia(si) . (15)

We rewrite the evaluation of the Greens function as a complex variable Gia. Now, for illustration
purposes we will calculate the Cross Spectral Density (CSD) for two sub-sources s1,2, and two
sensors na,b.

na = A1Q1G1a +A2Q2G2a (16)
nb = A1Q1G1b +A2Q2G2b (17)

The CSD is defined as Cab = nan∗b.

Cab = A2
1G1aG∗1b +A1A2G1aG∗2bη +A1A2G2aG∗1bη +A2

2G2aG∗2b (18)

For this paper we assume that all sub-sources have the same amplitude Ai = A and rewrite
Gi jGkl = G2

i j,kl , thus

Cab = A2G2
1a,1b +A2G2

1a,2bη +A2G2
2a,1bη +A2G2

2a,2b (19)

= A2(G2
1a,1b +η(G2

1a,2b +G2
2a,1b)+G2

2a,2b) . (20)

For the Power Spectral Density (PSD) Caa this gives

Caa = 2A2(1+ηG2
1a,2a) . (21)

Here we can see that the amplitude of the super positioned sources depends on their level of
coherence. If the amplitude is supposed to be constant, it has to be normalized by Mη . For a
constant amplitude of A2 for M = 2 sources this gives

A2 = 2
(

A
2η

)2

(1+η) (22)

This is the case for
η =

1
2

log2 (2(η +1)) . (23)

Here we derived the normalization exponent η , which explicitly depends on the coherence be-
tween the sub-sources. If Caa is incoherent we simply expect Caa = 2A2 (see eq. 10), so the
normalization exponent is η = 0.5. For coherent sources we get a normalization exponent of
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Figure 1: The Figure shows a comparison of an incoherent, a partially coherent, and totally
coherent line-source with l = 0.5m, f = 4096Hz, LC = 3, PSD = 100dB. The top
two rows display the coressponding CSMs, the bottom row shows the setup. The last
image on the bottom row shows the CBF results based on these CSMs, assuming
uncorrelated, incoherent sources.

η = 1. It can easily be seen that this derivation works for M sources and results in a normal-
ization of 1/Mη , thus 1/

√
M for incoherent and 1/M for coherent sub-sources. For a varying

coherence level in Γ (e.g. with eq. 12) and under the condition that Γ is Hermetic we can simply
use the averaged coherence matrix without its diagonal

η = 〈|γ2
i j|〉 for i 6= j . (24)

It follows for a distributed source with total amplitude A the normalized sub-source amplitude
ŝ0 =A/2η in eq. 11. Figure 1 shows for a line source how the coherence length affects the CSM,
and thus, the reconstructed SPL using conventional beamforming.

2.4 Synthetic measurement setup

For this paper we will use a simple 1.5D (x,y)-measurement setup, that consists of an equidistant
N = 5 microphone setup x = [−0.25m, . . . ,0.25m]T , y = −0.5m,z = 0m and 15 focus points
x = [−0.5m, . . . ,0.5m]T , y = 0m,z = 0m. The measurement setup and the corresponding array
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Figure 2: Standard measurement setup. Left: shows the array and focus points setup. Right:
shows the corresponding PSF for f = 4096Hz.

Point Spread Function (PSF) is displayed in Figure 2 for f = 4096Hz.

3 ANN - Grid-based approach

For the grid-based approach, we will evaluate the performance of a few typical architectures. In
particular, we want to explore general architectural design choices for future research.

3.1 Universal function approximator

An ANN can be seen as a universal function approximator, that learns a mapping implicitly from
training data. The ANN will, if its learning capacity is large enough and the amount of training
data approaches infinity, learn any function. For beamforming, the problem can be derived
as follows. Given the propagation operator T of dimension microphones N× focus points M,
the source vector q of dimension focus points, and the vectorized CSM c of dimension N2 the
forward problem is

Tq = c . (25)

The propagation operator can be derived with T = H∗�H, where � is the Khatri-Rao product.
Given that for the beamforming problem c is known, q is wanted, the problem can be solved by
obtaining T−1

q = T−1c . (26)

T has the rank min((N2−N)/2,M). Thus, T is injective for M ≤ (N2−N)/2. However, T
can be badly conditioned, see Figure 3, especially for the bijective case. In theory, the ANN
should be able to learn the inverse Propagation operator while T−1 is injective. However, since
the source vector q is often sparse, the ANN is expected to implicitly a regulation that might
improve the performance on source vectors with few real sources.

3.2 Metrics

To evaluate the grid-based ANN results we define three metrics for sparse beamforming maps,
which are inspired by Lehmann et al. [17], and Herold and Sarradj [11]. For sparse maps, in the
sense that the number of non-zero Pa2 entries is small compared to the number of grid points, the
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Figure 3: Conditioning number of the forward operator T for N = 5 microphones x =

[−0.25m, . . . ,0.25m]T and 15 focus points x = [−1m, . . . ,1m]T ,∆y = 0.5m, f =
3400Hz. The case where M = (N2−N)/2 (T is bijective) is marked with a dot.

task contains classification, i.e. finding the correct focus points where there exists a source, and
regression, i.e. finding the correct Sound Pressure Level (SPL). For the classification, we define
a lower threshold (e.g. LT = 0dB), above which a focus point y is classified as a source S, and
below which a focus point is classified as no source ¬S. Then we can define the sensitivity and
specificity of the method given the number of True Positives (TP) Strue∧Spred., True Negatives
(TN) ¬Strue∧¬Spred., False Positives (FP) and False Negatives (FN).

sensitivity =
TP

TP+FN
(27)

specificity =
TN

TN+FP
(28)

The sensitivity describes how many the real sources are identified, the specificity describes
how many of the no sources are identified. Additionally, we need an error estimate for the
regression task. We want the error to be relative (in decibel), and independent from the FP
and FN classifications. Thus, we use the Source Strength Deviation (SSD) [17] as an Mean
Absolute Error (MAE) between the estimated PSD and true PSD for the TP, and the average
Noise to Signal Ratio (NSR) for the TN.

SSD = 〈|PSDest.(yTP)−PSDtrue(yTP)|〉 (29)

NSR =
〈P̂SDest.(yTN)〉

max
(

P̂SDtrue(yStrue)
) (30)

We use the NSR instead of the typical Signal to Noise Ratio (SNR), because in the best case
scenario the modified PSD (see section 3.3 and eq. 32) of the noise is zero, which we can
only use as a numerator (the signal is non-zero by definition). The NSR captures how low the
average PSD of an FP is, compared to the maximum PSD in the ground truth. We also want to
know how close the estimated sources are able to reconstruct the given CSM. Thus, we solve
the forward problem given the predicted sources to obtain a predicted CSM Cpred and define the
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reconstruction error (RE).

RE = 〈|Ci j,true−Ci j,pred.|〉 for i > j (31)

We use the MAE to keep it coherent with the SSD formulation. The RE provides an overall
grasp of how well the combined classification and regression task is performed. Note,
that the RE reconstruction error is not normally distributed, but Gamma distributed (not
shown within this paper). Thus, with the Gamma function’s parameter scale k and shape σ

the mean error over all samples is 〈RE〉= kσ and its corresponding standard deviation is
√

kσ2.

In summary, the RE gives a SPL-weighted single metric for both the classification and re-
gression results. The sensitivity and specificity together describe the classification results. The
SSD and NSR describe the regression results, based on the classification results.

3.3 ANN architecture

For the ANN architectural design, we will test different input and output configurations, de-
scribed in the following.

CSM input dimensions

Given that the microphone array is structured so that every inner microphone has 3D−1 neigh-
bors in the D-dimensional array, we can reshape the CSM into an (Nx×Ny×Nz)

2 tensor. For a
1D-array this is always the case. This allows for two options. First, the upper diagonal of the
CSM is reshaped into a row. Second, the full CSM is used in tensor form.

Handling of complex input

Since the CSM is C ∈ C, there are three options. Recently, complex-valued neuronal networks
were established [4], which allow to directly input the complex CSM. Alternatively, the CSM
can be split into their real and imaginary part. Or third, the CSM can be split into magnitude
and phase. It should be noted, that only the first two options are holomorphic mappings. If the
CSM input in tensor form is chosen in combination with a separation of the complex values,
we can either add an additional dimension for the two real-valued CSM parts or use the upper
diagonal for e.g. the real part and the lower diagonal for the imaginary part.

In- and output layer transformation

Beamforming results are typically evaluated in decibel. However, we cannot directly predict
the resulting maps in decibel, due to the sparseness of the target map. Most of the target values
will be ytrue = 0Pa2 =−∞dB. First, we will test a modified SPL formulation with

ŜPL = 10log10

(
p2

p2
0
+ ε

)
. (32)

Figure 4 compares the normal and modified SPL definition for ε = 1 which will be used through-
out this paper. This formulation allows for normal decibel operations (e.g., the addition of same
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Figure 4: Left: Comparison of normal and modified SPL according to eq. 32. Right: Deviation
between the two formulations.

levels should give +6dB) with less than 1% deviation above around L > 25dB, and fixes the
infinity issues. If we are interested in the correct detection of lower SPL, we can always adjust
ε towards lower values. Second, we will test a natural logarithm with

p2
log = log

(
p2 +1

)
. (33)

Third, we will test to predict ytrue directly in Pa2. The corresponding input CSM will be trans-
formed according to the output layer. Additionally, the input and outputlayer are then normal-
ized to 0≤ |y| ≤ 1, 0≤ |C| ≤ 1.

Loss function

A typical loss function for the regression is the Mean Squared Error.

MSE = 〈|ytrue− ypred.|2〉 (34)

However, since the output vector is very sparse, we can add a weighting function w to prefer
the correct SPL at focus points that feature a true source

wMSE = 〈w|ytrue− ypred.|2〉 (35)

For the total number of focus points that a true source NS and the total number of focus points
that do not have a source N¬S the weight then is

w =

{
1/NS for ytrue ∈ S
1/N¬S for ytrue ∈ ¬S

. (36)

Optionally, to prevent the sparse output vector, we can use a Fourier Transformation to predict
the SPL as a wavenumber. According to the handling of the complex values of the CSM, we can
either use a fully complex ANN, or split the complex numbers in e.g. real and imaginary part.
When adding an additional dimension for a CNN, this allows to use convolutions separately on
the real and imaginary part throughout the network.
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Figure 5: Error metrics of section 3.2 for the baseline model with variation of the complex
input handling (see sec. 3.3), and the input and output transformation (see sec. 3.3)
for NS = 1 source.

Multipoles

If we want to predict multipoles we have two options. We either predict the SPL on separate
focus grids for each pole or we use one focus grid for the SPL and an additional grid on which
the pole order is predicted. Only the first option can handle different poles on the same loca-
tion. However, this results in (3×M) extra variables (SPL, and two rotations of the multipole)
for each multipole beyond the monopole. As we will discover in the next sections, the grid-
based problem is ill-posed. Thus, we will only focus on compact monopoles for the grid-based
approach.

4 ANN architectures

Since these architectural design possibilities provide endless combination options, we will start
with a simple baseline model and test several parameters. Then, based on the observations we
will define and test multiple architectures. All architectures are trained on 106 training samples
for 100 epochs with a 0.9/0.1 validation split, and the error metrics are evaluated on 103 test
samples. Note, that for the grid-based approach, sources are only located on the focus points to
prevent aliasing and assignment ambiguities.

4.1 Baseline Model

The baseline model is a simple fully connected (FC) network, with Rectified Linear Activation
Functions (ReLu), three Hidden Layers (HL), and 256 Neurons Per Layer (NPL) with a MSE
loss. We use N = 5 microphones and M = 15 focus points. On each grid, there is only NS = 1
real source with 50dB ≤ SPL ≤ 100dB and the threshold for a source LT = 30dB. Note, that
the complex ANN has around twice the number of learnable parameters ( 300k), compared to
real-valued ANNs ( 150k).
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Figure 6: Error metrics of section 3.2 for the baseline model with variation of the complex
input handling (see sec. 3.3), and the input and output transformation (see sec. 3.3)
for NS = 5 sources.
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Figure 7: Error metrics of section 3.2 for the complex baseline model with dB transformation
and an increasing number of microphones.

For the compared configurations, the complex ANN with the modified dB-transformation
according to eq 32 outperforms the other configurations. The combination of a low CSM
RE and a NSR close to unity means that in some instances the ANN predicted the correct
source strength on a wrong, but close to the true focus point. Figure 6 shows the same setups
for NS = 5 sources. Again, the complex ANN in combination with the dB transformation
outperforms the other models on the classification task. On the regression task, the other
transformation methods are more precise. The low CSM RE on the other models combined
with the low classification accuracy shows, that the models are not able to produce sparse
results. E.g., the complex ANN with no transformation predicts a source (that is p2 ≥ 0Pa2) on
each focus point, but overall, the predicted pressure distribution is quite reasonable. Since we
are both interested in the regression and classification, we will focus on the complex ANN in
combination with the dB transformation in the following.

In sec. 3.1 we discussed the uniqueness of the solution, given the number of microphones
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Figure 8: Error metrics of section 3.2 for the complex baseline model with dB transformation,
the MSE and wMSE at an increasing number of focus points.

and focus points. Figure 7 shows the corresponding results for an increasing number of
microphones. Given the M = 15 focus points, the problem has a unique solution for N ≥ 7
microphones. For NS = 1 the ANN achieves nearly perfect results at N = 8. Interestingly, for
NS = 5 the results are much worse. At N = 7 (for the approximately bijective case) we can see
an increased CSM RE, which might be connected to the bad conditioning of the propagation
matrix (see Figure 3). While the ANN does not achieve good results for the injective setups, the
results for the underdetermined cases with N < 7 are impressive (even for N = 2 and NS = 5,
where the ANN receives only a single complex input, the ANN correctly classifies around 50%
of the sources).

Finally, we will evaluate the loss functions for the base model, see sec. 3.3. Figure 8 shows
the results for the MSE and wMSE for an increasing number of focus points at N = 5, NS = 5.

The wMSE outperforms the regular MSE in all cases (except for N = 5 where all focus
points are weighted with zero for NS = 5).

In summary, the combination of a wMSE for the loss function, a complex-valued ANN with
dB transformation give overall the most promising results. Based on this observation we will
define different ANN architectures in the following.

4.2 ANN architectures

In this section, we will compare different ANN architectures. The architectures will be sepa-
rated into the CSM input, the ANN encoder part, the ANN decoder part, and the output. For the
input we will use the CSM row structure and tensor structure, for the encoder we will use fully
connected (FC) and convolutional layers (CL), for the decoder we will use FC and CL, and for
the output, we will use the focus points (FP), and the source wavenumber vector (WN) (with a
MSE loss). The number of hidden layers of the encoder (EHL) and decoder (DHL) is stated,
for a FC network (which does not really have an encoder-decoder structure), the number of HL
is simply listed in EHL, see Table 2. Since the number of input and output neurons differ based
on the given architecture, the numbers of hidden convolutional layers with a (3)-kernel and a
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Figure 9: Error metrics of section 3.2 for the different model architectures from Table 2.

(1)-stride also differ. For the tensor input the CSM is 2D, and the convolution kernel is (3×3)
with a (1×1)-stride.

model CSM shape encoder EHL decoder DHL output loss
Base 1 row FC 3 FC FP wMSE
Base 2 row FC 3 FC WN MSE
EC 1 row CL 3 FC 3 FP wMSE
EC 2 tensor CL 2 FC 3 FP wMSE
DC row FC 3 CL 5 FP wMSE

AE 1 row CL 3 CL 5 FP wMSE
AE 2 tensor CL 2 CL 7 FP wMSE

Table 2: ANN architectures for benchmark.

Figure 9 shows the resulting metrics for the model architectures from Table 2. Except for
the Baseline model that predicts the complex wavenumber vector all models perform similarly.
The Auto Encoder 2 model has a slight advantage in terms of SSD and CSM RE, which makes
it the best model overall. Figure 10 shows three example configurations from the test set and
the AE 2 models predictions.

4.3 Final words on the grid-based approach

As we have seen the results on grids are rather mediocre. The reason for this might be, that
the ANN is trying to learn the inverse of the propagation operator. However, the community
of inverse problems pointed out, that this is a sub-optimal task for ANNs [3], especially if
we have in fact information about the operator (e.g., monopole assumption). It also suffers
from the difficult mapping from distributed sources on focus points, as well as spatial aliasing.
Furthermore, the result is a high dimensional map, in which real sources and their spectra have
to be identified [10].
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Figure 10: Three example results of the test set for the AE 2 model.

5 ANN - Grid-free approach

Instead, we will focus now on grid-free ANN architectures. The main advantage is, that we
can directly predict a source object. A source object can have multiple properties, such as
its spectrum, location, directivity, spatial compactness, and corresponding coherence length.
We will treat those source objects as members of a set, and each member contains a vector
with the mentioned variables. This means, that the source objects do not have a particular
order (permutation invariant), but the contained vectors do (not permutation invariant). This
problem has been assessed recently in machine learning with deep sets [27], and was partic-
ularly successful in object detection and classification tasks [6, 14, 18] in combination with
transformer networks [25]. The key to this problem is a permutation invariant loss function,
which implicitly or explicitly matches the predicted set with the target set before calculating
the loss. A precise matching can be achieved with the Hungarian Algorithm, and a lower
error bound can be achieved with the Chamfer Loss. In the following, we will explore how a
grid-free network can be realized. However, the following part is a work in progress, and no
final ANN architecture is presented, which incorporates all of the described methods.

For the first shot at this problem we will again only regard a single monopole source with
arbitrary location 0.1m ≥ r ≥ 10m, −π/2 ≥ θ ≥ π/2 and 50dB ≥ SPL ≥ 100dB. Since we
are not restricted by the focus points size anymore, we will use a 2D source distribution (in
(x,z), thus, with depth information) for the 1D array (in x). Thus, the ANN has three output
neurons: The SPL, the x-coordinate, and the z-coordinate. However, since we choose a wide
range of possible radii, we will transform the coordinates into spherical coordinates and predict
the angle θ and radius r (logarithmically). This is a regression task and we can calculate an
error for all of these parameters independently. To equally weight all errors in the loss function,
the variables are independently normalized to [0, . . . ,1], and then the average MSE is calculated.
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Figure 11: Three example results of the test set for grid-free approach and three normalized out-
put neurons: SPL, log10(r), and θ . The underlying color shows how conventional
beamforming (BF) with steering vector formulation I [23] (no distance weight) per-
forms for the given configuration.

5.1 Grid-free error metrics

For the Grid-Free (GF) single source regression problem the error metrics are straight forward.
The Source Strength Deviation is

SSDGF = 〈|PSDpred.−PSDtrue|〉 . (37)

The Angular Deviation (AD) is

ADGF = 〈|θpred.−θtrue|〉 . (38)

Since we using a source distribution over a large range of radii, we will use the Relative Radius
Error, based on the true radius.

RREGF =

〈
|rpred.− rtrue|

rtrue

〉
. (39)

5.2 Single source

Figure 11 shows three examples from the test set for a FC complex model, with 3 HL, and 256
NPL (like the base model in the grid-based approach). Thus, this is a regression model only.
As we can see, the results are much more promising than the single source configurations from
the grid-based model. Table 3 gives the average test set errors for the model. Additionally, the
model was trained on dipoles with −π/2 ≥ θD ≥ π/2, φD = 0. Note, that the dipole angle is
not uniquely determinable from the CSM (it is π-symmetric), and it might make sense to only
predict the absolute angle for one source.

5.3 Multiple sources

Given we want to predict multiple sources, we have to define a maximum number of possible
source objects O. Each object has multiple properties, including the existence (zero for no
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SSDGF[dB] RREGF[%] ADGF(θ)[
◦] ADGF(θD)[

◦]

monopole 0.94±0.96 9.62±9.88 3.39±5.71 -
dipole 2.61±3.62 22.66±33.46 11.56±15.19 30.74±39.74

≤5 monopoles 7.53±10.04 89.21±157.42 32.47±41.29 -

Table 3: Errors of the grid-free models. For the dipole model, there is the additional dipole
orientation angle θD. The last row are the errors from the permutation invariant ANN
with up to five monopole sources.

source, and one for a source), the radius r, the θ angle, and the SPL. Since unlike on a fixed
grid it is not clear for an ANN to assign which output neurons to which source object, we need
a permutation invariant output. We can achieve this by calculating all O! permutations of the
source objects. Then we calculate the loss of these permutations independently and choose the
minimum loss for the best match with the true set. The loss for a sample of dimension [O!,O,4]
is

loss = min
O!

(|CE|+ 〈MSE(r,θ ,SPL)〉) , (40)

where MSE is the regression variable averaged Mean Squared Error and CE is the Binary Cross
Entropy of the classification variable. Since it makes no sense to calculate a regression error on
the source objects that are classified as no source, we mask the corresponding variables. We set
each regression variable in ytrue(¬Strue) and ypred.(¬Spred.) to zero.

For a first shot at a permutation invariant ANN we will use a FC complex Neuronal Network,
with NPL=256, HL=3, and O = 5 (there are up to five sources, the actual number is equally
distributed between 1 and 5 per sample). We use two complex HL with Cartesian ReLu, then a
magnitude (absolute value) layer, and then a real-valued FC layer without an activation function,
because the output needs to be able to predict negative values ]−∞,∞[ for the Binary Cross
Entropy. According to eq. 27 and 28 the test samples sensitivity= 0.80 and the specificity=
0.81. Table 3 gives the average regression errors. Figure 12 shows a sample from the test set.
We can see that the permutation matching works well and the classification task is performed
with reasonable accuracy, especially for the large SNR=50dB. The regression is not performed
well for the given setup. The reason for this might be the very simple ANN design and the
mismatch between necessary activation functions for the different tasks of the output neurons.

6 Summary and outlook

In this paper, we investigated the generation of synthetic sources in the frequency domain.
We showed how to generate any source distribution with any level of coherence between the
sources. In particular, we covered the generation of monopoles and dipoles. For future work,
it would be very useful to include the effects of a real-world measurement in the CSM, such as
the Welch error based on the number of averages, microphone self-noise, and wind tunnel noise
and use real data in the test set. We then covered the topic of grid-based ANN beamformers that
predict the source distribution on a fixed focus grid. First, we discussed several metrics that are
enable an interpretation of the sparse results. Then, we evaluated multiple ANN architectures.
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Figure 12: Example result of the test set for grid-free approach with permutation matching.
There are O = 5 possible source slots with four variables each.

We saw that several issues, such as the increasing sparseness on an increasing focus grid and the
handling of the complex CSM, can be handled using a modified SPL formula, complex-valued
ANNs, and weighted losses. However, the grid-based architecture has conceptual flaws, as it
is difficult to handle multiple source types at once, suffers from aliasing, and does not scale
well for real-world focus grid sizes. Also, we explored that the forward operator, of which
the ANN is supposed to learn the inverse, is badly conditioned. This can result in large CSM
reconstruction errors. We then explored how we can predict grid-free source objects. This
is known as a tensor-to-set problem and uses a two-step loss function. First, a set member
matching is performed, since a set is permutation invariant. Then, the loss for the best match
is calculated. While this topic is still a work in progress, preliminary results showed that this
method has potential. It also fixes the inherent problems of the grid-based approach, such as
the discrete mapping of distributed sources, and the detection of real sources from the resulting
beamforming maps. For future work it would be useful to incorporate advanced ANN designs
to improve the regression results and perform the beamforming for multiple frequencies at once.
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