
BeBeC-2020-S07

ASSESSMENT AND COMPARISON OF THE PERFORMANCE
OF FUNCTIONAL PROJECTION BEAMFORMING FOR

AEROACOUSTIC MEASUREMENTS

Roberto Merino-Martı́nez1, Gert Herold2, Mirjam Snellen1 and Robert P. Dougherty3

1Faculty of Aerospace Engineering, Delft University of Technology.
Kluyverweg 1, 2629 HS Delft, The Netherlands.

2FG Technische Akustik, TU Berlin.
Einsteinufer 25, 10587 Berlin, Germany.

3OptiNav, Inc.
1414 127th NE # 106, Bellevue, Washington, USA 98005.

Abstract

Functional Projection Beamforming (FPB) is a method proposed by Dougherty in 2019,
based on functional beamforming. It yields the integrated sound spectrum for a given region
of integration (ROI) within the functional beamforming source map. FPB does not suffer
from the loss of level that can affect functional beamforming, especially for coarse scan
grids, high frequencies and high values of the exponent parameter ν . This paper investigates
the application of FPB to three different experimental cases: (1) a single speaker emitting
broadband noise with a low signal to noise ratio, (2) two closely–placed speakers emitting
two incoherent broadband noise signals, and (3) trailing–edge noise measurements of a
tripped NACA 0018 airfoil. All measurements were performed with a 64–microphone array
in the anechoic open–jet wind tunnel of Delft University of Technology. The performance
of FPB is assessed in terms of the accuracy of the frequency spectra obtained and compared
with several other well–known acoustic imaging methods. Overall, FPB shows satisfactory
results for the three cases investigated, especially for distributed sources, such as trailing–
edge noise.

1 INTRODUCTION

Noise emissions are becoming increasingly important in many industrial applications and are
even a design driver in numerous products. This is especially relevant for the aeronautic and
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wind energy sectors, where strict noise regulations limit their expansion and operations [1–
3]. In order to reduce noise levels efficiently, it is essential to first determine the locations
and relative contributions of all noise sources within this type of complex systems, such as
aircraft [4, 5], wind turbines [6, 7] or rotating machinery [8–11]. Phased microphone arrays
have become one of the main measurement tools for studying aeroacoustic noise sources [12]
in wind–tunnel experiments [13, 14] and field tests [15, 16]. These devices, in combination
with acoustic imaging algorithms [17, 18], allow for the estimation of the location and strength
of sound sources [19].

Measurements with microphone arrays also reduce the effects of background noise present in
the experiment and provide a higher signal to noise ratio (SNR) than measurements with a single
microphone. These qualities are especially beneficial for aeroacoustic experiments in closed–
section wind tunnels in which the object of study is a relatively quiet sound source, such as
an airfoil [20], because the turbulent–boundary–layer noise of the wind–tunnel wall is typically
louder than the signal to be measured [21]. However, the use of microphone arrays poses a series
of challenges, such as the presence of spurious sources of sidelobes and poor spatial resolution
for low frequencies. These challenges are mostly due to the limited number of microphones
and limited array size available, which are constrained by budget or practical requirements
[18]. In case distributed sound sources, such as trailing–edge noise [22, 23], are the object of
study, obtaining accurate estimates of the sound spectrum emitted by the distributed source is
also a challenge [24]. Moreover, coherent sound sources are typically not properly solved by
conventional acoustic imaging methods [25].

To solve these and other issues, a long list of acoustic imaging methods has been developed in
literature [12, 18, 26], each of them tailored for specific applications or noise sources and with
different qualities and disadvantages. Previous microphone array benchmark exercises featuring
simulated [27, 28] and experimental [29–31] data proved that different imaging methods applied
to the same recording data provided considerably different results. Sarradj et al. [32] concluded,
after an extensive investigation with synthetic data, that the best method also depends on the
frequency of interest.

Functional Projection Beamforming (FPB) is a promising new method that was recently pro-
posed by Dougherty in 2019 [33]. It is based on the functional beamforming method [34–37]
and it could be considered as an integration method that yields the sound spectrum for a se-
lected region of integration (ROI) within the functional beamforming source map. Reference
[33], where FPB was first introduced, showed successful results obtained by this method when
applied to synthetic data and a simple laboratory experiment featuring a string trimmer, com-
pared to other acoustic imaging methods.

The current study discusses the performance of FPB when applied to a more extensive exper-
imental data set1, consisting of three cases: (1) a single speaker emitting broadband noise with
a very low signal to noise ratio, (2) two closely–placed speakers emitting two incoherent broad-
band noise signals, and (3) trailing–edge noise measurements of a tripped NACA 0018 airfoil.
All measurements were performed with a 64–microphone array in the anechoic open–jet wind
tunnel of Delft University of Technology (TU Delft). The obtained results by FPB are compared
in terms of accuracy of the spectra with other well–known acoustic imaging methods, such as:
conventional beamforming [38], functional beamforming [34–37], CLEAN-SC [39] and its en-
hanced high-resolution version EHR-CLEAN-SC [40], generalized inverse beamforming [41],

1This data set is a subset of the cases presented in reference [30].
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orthogonal beamforming [42], Covariance Matrix Fitting (CMF) [43], and global optimization
(GO) methods [44].

2 ACOUSTIC IMAGING METHODS

This section provides a very short description of the acoustic imaging methods employed in this
study. For a more detailed explanation, the reader is referred to [12, 18].

2.1 Conventional Frequency Domain Beamforming (CFDBF)

Conventional frequency domain beamforming beamforming (CFDBF) [38, 45] is a very popular
method, since it is robust, fast and intuitive. However, it is restricted by the Rayleigh resolution
limit [46], i.e., the minimum distance at which two sound sources can be distinguished, and it
is subject to high sidelobe levels, especially at high frequencies. This technique considers the
Fourier transforms of the recorded pressures in each of the N microphones of the array as an
N–dimensional vector p( f ) ∈ CN×1, with frequency ( f ) dependence

p( f ) =

 p1( f )
...

pN( f )

 . (1)

If we consider a single sound source at the scan point ξ j, the received signal is modeled as
s jg j, where s j is the source strength and g j ∈ CN×1 is the so–called steering vector. The steer-
ing vector has N components, g j,n, n ∈ [1 · · ·N], which are the modeled pressure amplitudes at
the microphone locations for a sound source with unit strength at that grid point [14]. There are
several steering vector formulations available in the literature [47], each of them with different
qualities and limitations. For simplicity, omnidirectional monopole sources are normally con-
sidered. For a stationary point source, the steering vector is the free–field Green’s function of
the Helmholtz equation

g j,n =
exp
(
−2πi f ∆t j,n

)
4π
∥∥xn−ξ j

∥∥ =

exp
(
−2πi f‖xn−ξ j‖

c

)
4π
∥∥xn−ξ j

∥∥ , (2)

where ‖·‖ is the Euclidean norm of the vector, i2 = −1, ∆t j,n is the time delay between the
emission and the reception of the signal by the observer and xn = (xn, yn, zn) ∈ RN×3, n =
1 . . .N are the locations of the N microphones.

An estimate for the source autopower, A, at a source located at grid point ξ j is obtained by
minimizing (in a least–squares sense) the difference between the recorded pressure vector, p,
and the modeled pressures for a source at that grid point ξ j, s jg j

A
(
ξ j
)
=
g∗j
〈
pp∗

〉
g j∥∥g j

∥∥4 =w∗jCw j. (3)

In Eq. (3), an asterisk, (·)∗, denotes the complex conjugate transpose,
〈
·
〉

denotes the time
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average of several snapshots and w j is the weighted steering vector (once again, several differ-
ent formulations for the weighted steering vector exist in literature [47]):

w j =
g j

g∗jg j
=

g j∥∥g j
∥∥2 , (4)

andC is the N×N cross–spectral matrix (CSM) of the measured pressures, generated by aver-
aging the Fourier–transformed sample blocks over time

C =
〈
pp∗

〉
. (5)

A CFDBF source map can be constructed by applying Eq. (3) to the J points defining the
selected scan grid. Assuming that the sound sources are mutually incoherent, such source map
is the summation of the point spread functions (PSFs) of the actual sound sources. Since the
strengths of the sources are always positive because C is Hermitian and positive semidefinite,
(and due to the fact that noise is present in practice), the terms in the sum are non–negative,
and, thus, the source map represents an overestimation of the actual source levels when multiple
sound sources are present.

Considering the presence of unwanted noise in the array measurements and assuming deter-
ministic steering vectors [33], the recorded pressures in Eq. (1) can be rewritten as

p=Gs+n, (6)

whereG ∈CN×J is a matrix containing the steering vectors g j of each grid point in its columns
[g1 ... gJ] and s the J× 1 vector containing the actual source amplitudes of each grid point
[s1 ... sJ]

ᵀ. Here (·)ᵀ represents the transpose. The N × 1 vector n represents the unwanted
noise that the array receives, such as background noise, or signals from sources outside of the
scan grid.

Meanwhile, the CSM from Eq. (5) can be expressed using Eq. (6) as

C =
〈
(Gs+n)(Gs+n)∗

〉
≈GSG∗+N , (7)

where S is the source cross–spectral matrix S =
〈
ss∗
〉
, and N cross–spectral matrix due to

the unwanted noise. If all the sound sources present are mutually incoherent, S is a diagonal
matrix.

Some integration methods have been proposed in the literature, such as the Source Power
Integration (SPI) and its variants [14, 48–50], which reduce the influence of the array’s PSF
when studying the sound levels of distributed sources within a ROI. These methods have been
applied to a benchmark with simulated data [27] and to wind–tunnel experiments featuring
airframe noise sources [23, 51, 52] with successful results. Thus, this approach is also employed
in this study.

2.2 Functional Beamforming (FUNBF)

Functional beamforming (FUNBF) is a method developed by Dougherty [34, 35] which is a
modification of the CFDBF algorithm. Since the CSM is Hermitian and positive semidefinite,
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it can be expressed as its eigenvalue decomposition

C =UΣU ∗ =
N

∑
n=1

σnunu
∗
n, (8)

where U is a unitary matrix whose columns are the eigenvectors (u1, . . . , uN) ofC, and Σ is a
diagonal matrix whose diagonal elements are the real–valued eigenvalues (σ1, . . . , σN) ofC. It
should be noted that Σ∗Σ= I , where I is an N×N identity matrix.

The source autopower expression for the functional beamformer is

Aν (ξ) =
[
w∗C

1
νw
]ν

=
[
w∗UΣ

1
νU ∗w

]ν

, (9)

with ν ≥ 1 a parameter which needs to be set by the user. It can be easily proven that for the
case of ν = 1 the CFDBF method is obtained.

For single sound sources, the PSF, which has a value of one at the correct source locations
and alias points and a value less than one elsewhere, is powered to the exponent ν . Therefore,
powering the PSF at a sidelobe will lower its level, leaving the true source value virtually iden-
tical [34] if an adequate grid is used [36]. For ideal conditions, the dynamic range of functional
beamforming should increase linearly with the exponent value, ν . On the other hand, a large
value of ν can cause a decay in the sound levels measured in practice, due to the sensitivity of
this method to a mismatch in the steering vector, which occurs when a coarse grid is employed
[34, 36, 37, 53] and the positions of the grid points do not coincide exactly with the source
locations. This is an increasingly important source of errors for high frequencies or high values
of the exponent ν , but it can be solved by employing a finer grid [30]. For this study it was
decided to use ν = 8 after performing a sensitivity analysis.

The computational time for the functional beamforming is basically identical to the CFDBF
one, since the only relevant operation added is the eigenvalue decomposition of C.

In previous work, functional beamforming has been applied to numerical simulations [34–
36], controlled experiments with components in a laboratory [34, 35] and to full–scale air-
craft flyover measurements under operational conditions [20, 36, 37, 54]. A similar integration
method as the SPI technique was used for isolating and quantifying noise sources in flyover
measurements [20, 52, 55] and is also used in this paper.

2.3 Projection Beamforming (PB)

Projection Beamforming (PB) [33] is an integration method that measures the sound spectra
generated over a selected ROI. It characterizes the ROI as a subspace in the array steering vector
space, projecting the array’s CSM onto this subspace and taking the average of the diagonal
elements of the outcome.

This technique begins with the singular value decomposition of the matrixG ∈CN×J (which
contains the steering vectors g j of each grid point)

G= ŨΣ̃Ṽ ∗ ≈ Ũ1Σ̃11Ṽ
∗

1 , (10)

where Ũ and Ṽ contain the left and right singular vectors ofG (ũn and ṽn), respectively, and Σ̃
contains the singular values σ̃n. The approximation on the right hand side of Eq. (10) considers
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the m leading, significant singular values of G, such that Σ̃11 is an m×m submatrix of Σ̃, and
Ũ1 and Ṽ1 are the first m columns of Ũ and Ṽ , respectively. By definition m ≤ min(N,J). A
suggestion for selecting the value of m is given at the end of this section.

Substituting Eq. (10) into Eq. (7) provides

C ≈ Ũ1Σ̃11Ṽ
∗

1 SṼ1Σ̃11Ũ
∗
1 +N = Ũ1WŨ ∗1 +N , (11)

whereW is an m×m source strength matrixW = Σ̃11Ṽ
∗

1 SṼ1Σ̃11.
Using the fact that the columns of Ũ1 are orthonormal, the Frobenius norm of∥∥C− Ũ1WŨ ∗1

∥∥
F is minimized using a linear least–squares fit as

W ≈ Ũ ∗1CŨ1, (12)

Therefore, the portion of the CSM associated with W , i.e., the part of C due to the actual
sound sources can be rewritten as

Ũ1WŨ ∗1 ≈ Ũ1Ũ
∗
1CŨ1Ũ

∗
1 =RCR, (13)

where R = Ũ1Ũ
∗
1 is the projection matrix onto the subspace defined by the ROI. Thus, RCR

represents the projection of C onto the ROI’s subspace. The autopower estimate of PB for a
selected ROI is the average of the diagonal elements ofRCR

APB =
1
N

tr(RCR), (14)

where tr(·) denotes the trace of a matrix.
The only choice left to be made by the user is the ROI and the parameter m determining the

amount of singular values ofG that are significant. Let the singular values ofG be arranged in
decreasing order be σ̃1, . . . , σ̃N . A relative singular value sum function [33] can be defined as

s̃(i) =

0 for i = 1;
∑

i−1
j=1 σ̃ j

∑
N
j=1 σ̃ j

for i = 2, . . . ,N.
(15)

A sum value of s̃(i), s̃0, needs to be defined to express the proportion of significant singular
values. A value of s̃0 = 0.999 was used in this paper, i.e., it represents 99.9% of the energy
contained in all the singular values. The index i0 is then defined as the smallest index such that
s̃(i0)≥ s̃0. In case that condition is never met, i0 adopts the value of N.

The projection matrix can be expressed as its eigenvalue decompositionR=URDU
∗
R, where

D is a diagonal matrix whose elements di are defined as

di =


1 for i = 1, . . . , i0−1;√

s̃0−s̃(i0−1)
s̃(i0)−s̃(i0−1) for i = i0;

0 for i = i0 +1, . . . ,N.

(16)

The value of di0 is defined as intermediate between 0 and 1 as a way to smooth the final
spectra.

Since Eq. (14) was derived from a linear least–squares approach, it is limited in terms of
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dynamic range.

2.4 Functional Projection Beamforming (FPB)

The dynamic range of PB can be considerably improved by combining the PB idea with the
non–linear formulation of FUNBF from Eq. (9, see section 2.2). In a similar way as PB was
applied to the CFDBF source map, FPB is applied to the source map obtained with FUNBF.
Analogously to Eq. (12), an approximation toW

1
ν to minimize

∥∥∥C 1
ν − Ũ1W

1
ν Ũ ∗1

∥∥∥
F

is

W
1
ν ≈ Ũ ∗1C

1
ν Ũ1, (17)

and, hence,

W ≈
(
Ũ ∗1C

1
ν Ũ1

)ν

, (18)

Following the same procedures as for deriving Eq. (14) in PB, the Functional Projection
Beamforming (FPB) [33] can be derived as

AFPB =
1
N

tr

[(
RC

1
νR)

)ν

]
, (19)

FPB offers a higher dynamic range (determined by the user–defined parameter ν) than PB
and, as well as PB, can be applied to coherent source distributions. The resolution of this
method, however, is similar to CFDBF [33].

2.5 Orthogonal Beamforming (OB)

Orthogonal beamforming (OB) [42, 56, 57], similarly to FUNBF, is also based on the eigenvalue
decomposition of the CSM. It builds on the idea of separating the signal and the noise subspace
[58]. In a setup with K incoherent sources and K < N, it is reasonable to assume that the
(N−K) smallest eigenvalues are attributed to noise and are all equal to n̂2. The CSM eigenvalue
decomposition can be written as

C =USΣSU
∗
S + n̂2I, (20)

where n̂2 contains the power from uncorrelated sound sources (e.g., generated by non–acoustic
pressure fluctuations, the microphone electronics and data acquisition hardware). Hence, the
eigenvectors inUS span the signal subspace ofU , whereas the remaining eigenvectors span the
noise subspace.

Similarly to the N × J matrix G in Eq. (6), let the N ×K matrix G̃ contain the transfer
functions (i.e., the steering vectors) between the K sources and N microphones [g1 ... gK] (see
Eq. (2)). As shown in [57], the matrix ΣS is mathematically similar to (G̃∗G̃)S and, therefore,
has the same eigenvalues. Here S is the CSM of the source signals, as in Eq. (7). The main
idea behind orthogonal beamforming is that each eigenvalue of σS can be used to estimate the
absolute source level of one source, from the strongest sound source within the map to the
weakest, assuming orthogonality between steering vectors.
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In a second step, these sources are mapped to specific locations. This is done by assigning
the eigenvalues to the location of the highest peak in a special beamforming sound map, which
is purposely constructed from a rank–one CSM that is synthesized only from the corresponding
eigenvector. Hence, the map is the output of the spatial beamforming filter for only one single
source and the highest peak in this map is an estimate of the source location. The beamforming
map can be constructed on the basis of vector–vector products and is, therefore, computationally
very fast.

An important parameter in the eigenvalue decomposition, which has to be adjusted by the
user, is the number of eigenvalues k that span the signal subspace US. In a practical mea-
surement, a reliable approach is to estimate the number of incoherent sources K present in the
experiment, by observing the number of dominant eigenvalues of C for example, and choose a
value k > K. In this paper it was selected k = 20.

2.6 CLEAN–SC

CLEAN–SC [39] is a frequency domain deconvolution technique developed by Sijtsma and
based on the radio–astronomy method CLEAN–PSF [59]. Dougherty and Stoker [60] already
applied CLEAN–PSF to aeroacoustic measurements for the first time in 1998. CLEAN–SC
uses the fact that the sidelobes are spatially coherent with the main lobe [39]. CLEAN–SC
starts from the assumption that the CSM can be written as a summation of contributions from
K incoherent sources:

C =
K

∑
k=1

〈
pkp

∗
k
〉
. (21)

Herein, pk are the N–dimensional acoustic “source vectors” representing the Fourier compo-
nents of the signals from the kth source. The assumption of Eq. (21) is valid under the following
conditions:

• The CSM is calculated from a large number of time blocks, so that the ensemble averages
of the cross–products pkp

∗
l ,k 6= l, can be neglected.

• There is no decorrelation of signals from the same source between different microphones
(e.g., due to sound propagation through turbulence).

• All sound sources present are incoherent.

• There is no additional incoherent noise.

The CLEAN–SC algorithm starts with finding the steering vector yielding the maximum
value of the beamforming source map (Eq. (3)), say at scan point ξ j:

max(A) = A
(
ξ j
)
=w∗jCw j. (22)

The corresponding “source component” h j representing the identified source’s contribution
to the CSM is defined by

h j =
Cw j

A
(
ξ j
) . (23)
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Insertion of Eq. (21) yields

h j =
∑

K
k=1
(
p∗kw j

)
pk

A
(
ξ j
) . (24)

The source component h j is entirely based on the measured data and can be considered as
an improved version of the steering vector g j because it is more proportional to the unknown
source vector p j. Thus, CLEAN–SC has low sensitivity to errors made in the source model
that describe the sound propagation, i.e., if the steering vectors considered do not exactly match
with the source vectors [61].

If the sources are well separated, then the term between parentheses in Eq. (24) is large when
there is a close match between w j and the peak source and small for the other sources. Then,
the source component provides a good estimate of the strongest source vector, even if this vector
is not exactly proportional to the corresponding steering vector.

Thus, we arrive at the following estimate:

pkp
∗
k =

(
A
(
ξ j
))2
h jh

∗
j

|p∗kw j|2
≈ A

(
ξ j
)
h jh

∗
j . (25)

This expression is subtracted from the CSM and the source is given an amplitude which is
related to the average autopower of the microphone array. This quantity is often multiplied by a
so–called loop gain or damping factor ϕ̃ , with 0 < ϕ̃ ≤ 1 [39]. This is done to take into account
the contributions of other sound sources, which are normally small [40]. Hence, the CSM for
the ith iteration of CLEAN–SC is calculated as

C(i) =C(i−1)− ϕ̃A
(
ξ j
)
h jh

∗
j . (26)

Then, the same procedure is repeated for the remaining CSM, until a certain stop criterion
is fulfilled [39]. Ideally, the remaining CSM is “empty” after the iteration process. In other
words, its norm should be small compared to the one from the original CSM. The new source
map is obtained by the summation of the clean beams of the K identified sound sources and the
remaining degraded CSM [40].

Recently, an enhanced higher–resolution version of CLEAN–SC (EHR–CLEAN–SC) [40,
61–63] has been proposed, which increases the spatial resolution of the standard CLEAN–SC
beyond the Rayleigh resolution limit. This technique achieves super–resolution by relocating
the “source marker” from the actual source location to a location on the main lobe where the
combined influence of the other (K−1) sound sources is the minimized [61, 62]. To determine
the best source marker positions, an iterative procedure starting with the standard CLEAN–SC
solution can be performed. This approach is performed for each frequency because the sidelobe
level strongly depends on the frequency considered [12]. The number of expected sound sources
K has to be selected by the user in as similar way as for OB. In this paper, all the eigenvalues of
the CSM below 6 dB of the maximum eigenvalue were considered for the cases with speakers
and 5 sources were considered for the airfoil cases [30]. The additional required computation
time with respect to the standard version of CLEAN–SC is limited as long as the number of
incoherent sound sources K is limited.

The source maps obtained by EHR–CLEAN–SC (and the other CLEAN–SC versions) can be
integrated to obtain a sound spectrum by simply adding the powers of the deconvoluted clean

9



8th Berlin Beamforming Conference 2020 Merino-Martı́nez, Herold, Snellen and Dougherty

sources calculated within a predefined ROI [39].
This method has been applied successfully to simulated data, to experimental data using

speakers in an anechoic chamber [40, 61–63] and to open–jet wind–tunnel measurements of a
full–scale landing gear [52, 64].

In this paper, results from both CLEAN–SC and EHR–CLEAN–SC are presented for com-
parison.

2.7 Covariance Matrix Fitting (CMF)

The Covariance Matrix Fitting (CMF) method [43, 65, 66] (also called in literature as Spectral
Estimation Method (SEM)) is intended for the location of distributed sound sources. It is based
on the description of the sound sources by mathematical models that depend on several unknown
parameters. It is assumed that the Power Spectral Density (PSD) of the sources can then be
expressed in terms of these parameters.

The choice of the source model is based on the fact that an extended sound source may only
be viewed as an equivalence class between source functions radiating the same pressure field
on a phased microphone array. In many applications, a majority of sound sources have smooth
directivity patterns. This means that if the aperture angle of a microphone array seen from the
overall source region is not too large, the directivity pattern of each region may be considered
as isotropic within this aperture, neglecting its directivity.

Therefore, CMF models the array CSM Cm,n with a set of J uncorrelated monopoles with
unknown autopowers x̃ j by minimizing the following cost function (mean least–squares error
between the measured and modeled matrices)

F(s) =
N

∑
m,n=1

∣∣∣∣∣Cm,n−
J

∑
j=1

g j,mx̃ jg∗j,n

∣∣∣∣∣
2

. (27)

The constraint of a non–negative PSD is satisfied by defining x̃ j as the square of the source
strength s j, i.e. x̃ = s2. The source strengths values of the J incoherent monopoles are con-
tained in the vector s. This variable change allows for the use of efficient optimization methods
for solving unconstrained problems. The resulting non–linear minimization problem is solved
using an iterative procedure based on a conjugate gradient method algorithm. The solution
generally converges fast with only a few hundred iterations.

CMF provides improved spatial resolution and a reduction of the sidelobe level compared
to CFDBF. This technique has shown its efficiency in noiseless environments, on numerical
simulations [43] and on data measured during experiments performed with an Airbus A320
half–aircraft model in the open–jet anechoic wind tunnel CEPRA 19 at ONERA in France,
[43, 67, 68].

2.8 Generalized Inverse Beamforming (GIBF)

Generalized inverse beamforming (GIBF) [41, 69] is an inverse method based on the eigenvalue
decomposition of the CSM. Unlike direct beamforming methods, in which each potential source
is assumed to be uncorrelated, GIBF takes into account the possible source interference by
resolving all the sources at once.
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This fact allows to resolve both correlated/uncorrelated sources, as well as sparse and
spatially–distributed sources. Similarly as in OB, GIBF also requires the user to select the
assumed number of eigenvalues to consider. Each eigenvalue represents the overall strength re-
lated to a coherent source distribution under the constraint of orthogonality. This method (with
different regularization strategies) was recently applied to airfoil–noise [70–72] and counter
rotating open rotor [11] measurements in open–jet wind tunnels.

For the integration of the GIBF sound maps, the pressure values of each scanning grid point
are summed and then squared due to the assumption of source coherence.

In this paper, the regularization process recently proposed by Zamponi et al. [70, 71] and an
NNLS solver [73] were employed and referred to as GIBF and GIBF–NNLS, respectively.

2.9 Global optimization methods (GO)

A method was presented by Malgoezar et al. [44] where the search for the locations and am-
plitudes of sound sources is treated as a global optimization (GO) problem. The search can
be easily extended to more unknowns, such as additional geometrical or environmental parame-
ters, and more complex situations with, for example, multiple sound sources or reflections being
present. The method is essentially grid–free and can overcome the Rayleigh resolution limit.

The presence of sidelobes will, however, hamper the optimization as they act as local optima
against which the global optimum needs to be found. In [44] a variation of the genetic algo-
rithm, called differential evolution, was proposed as a global optimization method. These opti-
mization methods mimic natural evolution by using populations of solutions, where promising
solutions are given a high probability to reproduce and worse solutions have a lower probability
to reproduce.

The locations of the sources are sought by using a global optimization method, instead of
considering a predefined grid of potential source locations. This way, estimates for source
positions and source strengths are obtained as a solution of the optimization and do not need
to be obtained from a source map. As aforementioned for other methods, the number of sound
sources present is not known a priori, but a simple iterative process can be performed using as
first guess the number of dominant eigenvalues of the CSM.

In order to use global optimization methods, a cost function has to be defined. This can
be done by constructing a CSM from a signal model and comparing it to the measured CSM.
This objective function can then in turn be used in an optimizer, such as differential evolution.
By minimizing the objective function over many generations, the solution will converge to the
actual position and strength of the sound sources. For this study, the setting parameters required
for the GO method [44] were a population size q of 128, a multiplication factor F of 0.6, a
crossover probability of pC of 0.55. A total of 4 runs were performed, each of them with 1000
generations.

The GO method does not provide source maps like the other acoustic imaging methods ex-
plained above, but instead energy landscapes for each variable searched (in this case the three
coordinates (x,y,z) and the source strength. These are not shown in this paper for brevity rea-
sons, and only the frequency spectra obtained are presented for comparison purposes. The
interested reader is referred to [44] for examples of these energy landscapes.
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2.10 Overview of the contributors and parameters for each method

Table 1 contains a list of the acoustic imaging methods employed for the comparison in this
paper, as well as the institution contributing (TU Delft, TU Berlin and the von Karman Institute
for Fluid Dynamics (VKI)) and the most important parameters for each method. Some of these
results were extracted from [30]. The results provided by TU Berlin were computed using the
open source Python package Acoular [74].

Table 1: Overview of the contributors and parameters for each method.

Method Contributor Parameters
CFDBF TU Delft [30] SPI integration
FUNBF TU Delft [30] ν = 8, SPI integration
FPB TU Delft ν = 8 , s̃0 = 0.999
OB TU Berlin k = 20
CLEAN–SC TU Berlin ϕ̃ = 0.6
EHR–CLEAN–SC TU Delft [30] ϕ̃ = 0.99 (speakers); 0.4 (airfoil)
CMF TU Berlin NNLS solver
GIBF VKI [30] L1 norm regularization [70, 71]
GIBF–NNLS TU Berlin NNLS solver, k = 20
GO TU Delft q = 128, F = 0.6, pC = 0.55

3 EXPERIMENTAL SETUP

The experiments were performed in the anechoic plenum of the vertical open–jet wind tunnel
(A–tunnel) at Delft University of Technology [23, 75], which is located in a room covered with
wedges made of Flamex Basic acoustic absorbing foam [76] that a cut–off frequency of 200
Hz, i.e., free–field propagation conditions apply for higher frequencies. A microphone array
consisting of 64 G.R.A.S. 40PH analog free–field microphones [77] with integrated constant
current power amplifiers was employed for all the experiments.

The microphone distribution employed for the measurements featuring speakers was opti-
mized for a frequency range between 1 kHz and 10 kHz [63], see Fig. 1a. It has a diameter of
approximately 2 m. This array is referred to as Array 1. In the same plot, the relative position
of the two Visaton K 50 SQ speakers [78] used for the experiments can be observed. Both
of them were situated at a distance of 1 m from the array plane and have a baffle diameter of
approximately 45 mm. The (x, y, z) coordinates of the centers of the speakers (with the x and
y axes centered at the array center microphone, see Fig. 1a, and the z axis normal to the array
plane pointing towards the speakers) are (-0.05 m, 0.05 m, 1 m) for the left speaker and (0.3
m, 0.05 m, 1 m) for the right one. The test cases featuring speakers were performed without
flow in the wind tunnel, i.e., simply using the facility as an anechoic chamber. The point spread
function (PSF) [18] of this microphone array (Array 1) is shown in Fig. 1b for a simulated point
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Figure 1: (a) Microphone distribution of the Array 1 (seen from behind) and relative position of
the two speakers (situated 1 m away from the array’s plane). (b) PSF of the Array 1
for a point source at the position of the left speaker (denoted by the white × symbol)
emitting sound within a one–third–octave band centered at 630 Hz.

source located at the same position as the left speaker emitting sound within a one–third–octave
frequency band centered at 630 Hz.

For each measurement a sampling frequency of 50 kHz and 60 s of recording time were used.
The acoustic data were averaged in time blocks of 8192 samples (giving a time block duration
of 163.84 ms) and windowed using a Hanning weighting function with 50% data overlap, fol-
lowing Welch’s method [79]. One–third–octave frequency bands will be used in the paper for
comparison purposes. The frequency range of interest extended from 500 Hz to 5 kHz, which
is typically the range considered for similar airfoil noise experiments [23, 80–83].

For each test case, some considerations should be noted:

3.1 Case I: Single speaker

For the first test case, only the left speaker (see Fig. 1a) emitted sound. A broadband noise signal
was generated synthetically (SNR1 in Fig. 2a). The values shown are sound pressure levels Lp
in decibels with a reference pressure of 20 µPa. The amplitude of this signal was reduced
mathematically so that part of its frequency spectrum (below 1250 Hz) would be below the
background noise of the facility, i.e., with a negative SNR. A constant offset of approximately
-32 dB was, thus, applied to the SNR1 spectrum to obtain SNR2, which is the object of study for
the single speaker case. For the frequency bands below 1250 Hz in the SNR2 case, the sound
spectrum is, therefore, calculated by subtracting the aforementioned offset from the SNR1 case.

For all cases, the average signal of all the microphones of the array was considered as the
reference signal for comparison with the results of the acoustic imaging methods. The signal
of each microphone was corrected for expressing the sound level at one meter from the sound
source. For all methods, a scan grid ranging from x = −1 m to x = 1 m and from y = −1 m
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Figure 2: One–third–octave band frequency spectra recorded by the array (averaged over all
microphones) for: (a) The single speaker case for the two SNR cases. (b) The case
with two speakers. The background noise spectrum of the facility is also plotted in
both graphs for reference.

to y = 1 m was used, with z = 1 m and spacing between grid points of ∆x = ∆y = 0.01 m.
The obtained source maps were integrated over a square ROI centered at the left speaker (from
x =−0.15 m to x = 0.05 m and from y =−0.05 m to y = 0.15 m, with z = 1 m), see the dashed
squares in Fig. 4.

3.2 Case II: Two speakers

For the case with two speakers, both speakers (left and right, see Fig. 1a) emitted sound si-
multaneously. The same synthetic broadband noise signal as in Case I was played by the left
speaker with the volume of the SNR1 case, and another different synthetic broadband noise
signal (incoherent with the signal of the left speaker) was played by the right speaker. Figure
2b depicts the sound spectra of both speakers, as well as the background noise signal. Both
speakers have positive SNR ratios, but the left speaker emits higher Lp values than the right one
throughout the whole frequency range of interest.

An additional recording with just the right speaker emitting sound was also performed, and
the corrected averaged array signal was again taken as a reference. The challenge for this test
case is to retrieve the correct Lp values emitted by each speaker, when both speakers are emitting
sound simultaneously. The same scan grid was used as in Case I, as well as the ROI for the left
speaker. The ROI for the right speaker spanned from from x = 0.2 m to x = 0.4 m and from
y =−0.05 m to y = 0.15 m, with z = 1 m, see the dashed squares in Fig. 6.

3.3 Case III: Airfoil trailing–edge noise

A NACA 0018 airfoil was tested in the A–tunnel in order to investigate its turbulent boundary
layer trailing edge (TBL–TE) noise emissions [12]. The wind tunnel has a contraction ratio of
approximately 15 : 1 and was equipped with a nozzle with rectangular exit of 0.4 m × 0.7 m.
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Figure 3: (a) Picture of the NACA 0018 airfoil between the side plates in the A-–tunnel. (b)
Microphone distribution of the Array 2 (seen from behind) and relative position of the
airfoil (depicted as a gray rectangle and situated 1.3 m away from the array’s plane).
The side plates and the nozzle’s exit are indicated with solid black lines. (c) PSF of
the Array 2 for a point source at the left speaker location (denoted by the white ×
symbol) emitting sound within a 630 Hz one–third–octave band.
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The airfoil was manufactured in aluminum and has a chord of 0.2 m and a span of 0.4 m, i.e.,
equal to the test section’s width. The airfoil was installed between two wooden plates of 1.2 m
length, to approximate the two–dimensionality of the flow over most of the airfoil’s span [84],
see Fig. 3a. These side plates were not present for the tests with speakers.

Two freestream velocities V were considered for this study: 20 m/s and 40 m/s, providing a
maximum Mach number of 0.117 and a maximum chord–based Reynolds number of 5.27×105.
Both velocities were uniform over the whole test section within 0.5% and with a turbulence in-
tensity below 0.1% for the entire velocity range considered [75]. Since the maximum Reynolds
number corresponds to the laminar flow regime, the transition to turbulent boundary layer was
forced following the guidelines described in [85]. A tripping tape was used with carborundum
elements with a nominal size of 0.84 mm, randomly distributed on a tape of 10 mm width, cen-
tered at 20% of the chord and covering the whole span on the pressure and suction sides of the
airfoil, see Fig. 3a. The turbulent nature of the boundary layer was confirmed using a remote
wall–pressure probe. The airfoil was set at a geometric angle of attack of α = 0◦ for all test
cases using a digital angle meter [23].

The microphone distribution for the airfoil measurements corresponds to an adapted Un-
derbrink spiral array design [86] with 7 spiral arms of 9 microphones each, and an additional
microphone located at the center of the array. This design was scaled to half its size in the x
direction, i.e., with approximate dimensions of 1 m × 2 m, to ensure a clear sound propagation
path from the airfoil’s trailing to the microphones, limiting the blocking by the side plates, see
Fig. 3b, and for separating the trailing–edge noise from other potential noise sources present in
the y direction in an easier way. In the same plot, the relative position of the airfoil is depicted as
a gray rectangle. This array is referred to as Array 2. The corresponding PSF [18] is illustrated
in Fig. 3c, also for a point source located at the left speaker position (for comparison purposes
with Fig. 1b) emitting sound within a one–third–octave frequency band centered at 630 Hz.
The calculation of the synthetic PSF does not take the presence of the side plates into account.
It is observed that this PSF is more elongated in the x direction due to the smaller aperture of
the array in that direction.

The trailing edge of the airfoil was situated at a distance of z = 1.3 m from the array plane
and the center of the trailing edge was approximately aligned with the center microphone of the
array (x = 0 m and y = 0.05 m). The leading edge of the airfoil was situated 0.5 m above the
outlet of the wind–tunnel nozzle to separate potential extraneous noise sources coming from the
nozzle. The signal measured by the array (averaged over all microphones) was again considered
as a reference, as well as the estimations by the Brooks–Pope–Marcolini (BPM) airframe noise
prediction model [87]. It should be noticed that both the averaged microphone signals and the
BPM model consider the noise emissions of the whole airfoil and not just the trailing–edge
noise, which is the object of interest of this study. The averaged microphone measurements
also include the background noise of the wind–tunnel facility.

For all methods a scan grid ranging from x = −0.5 m to x = 0.5 m and from y = −0.5 m
to y = 0.5 m was used, with z = 1.3 m. A spacing between grid points of ∆x = 0.01 m for
CFDBF, FUNBF, FPB, EHR–CLEAN–SC and GIBF, and of ∆x = 0.01 m for OB, CLEAN–
SC, CMF and GIBF–NNLS. The obtained source maps were integrated within a rectangular
ROI spanning from x = −0.1 m to x = 0.1 m and from y = 0 m to y = 0.1 m, with z = 1.3 m,
see dashed rectangles in Figs. 8 and 9.
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4 RESULTS DISCUSSION

The sections below contain the main results obtained for the three experimental cases, in terms
of frequency spectra and exemplary source maps. All the acoustic imaging methods described
in section 2 considered. As aforementioned, GO (see section 2.9) does not provide source maps
strictly speaking, but instead it offers some kind of energy landscapes [44] that are not presented
here for brevity reasons. The expected source locations were found in all the cases. FPB, on
the other hand, is not really an imaging method but rather an integration technique of the results
provided by FUNBF. Thus, for GO and FPB, only frequency spectra results are shown.

4.1 Case I: Single speaker

Source maps

Figure 4 presents one example source map obtained by each acoustic imaging method consid-
ered for the single speaker case. The results correspond to a one–third–octave frequency band
centered at 630 Hz and all maps have a dynamic range of 20 dB. This frequency band was
selected because it represents one of the lowest SNR cases, see Fig. 2a. The speaker signal for
this frequency band is even lower than the background noise, i.e., it has a negative SNR value
(about −11.5 dB).

The CFDBF source map is depicted in Fig. 4a and it is observed that, apart from the speaker
(located approximately in the center of the plot), there are two other dominant noise sources:
one at the top of the map (approximately at x= 0.1 m and y= 1 m) and another one at the bottom
left corner of the map (approximately at x = −1 m and y = −1 m). Applying beamforming to
a background noise recording indicated that these two sources are indeed real and part of the
background noise of the wind tunnel facility, rather than being sidelobes. Apart from that, the
results obtained with CFDBF show a poor spatial resolution and a high sidelobe level (about
8 dB lower than the peak level). The source map provided by FUNBF (Fig. 4b) shows a
similar source distribution as the CFDBF map but with a sharper main lobe and lower sidelobe
level (about 12 dB lower than the peak level). OB (Fig. 4c) presents a discontinuous source
distribution for the background noise sources at the edges of the scan grid and several point
sources representing the speaker. An additional weaker source is detected at x = 0 m and
y =−0.4 m). In general, OB greatly improves the main lobe width and the sidelobe level with
respect to CFDBF. The results of CLEAN–SC (Fig. 4d) are similar to those of OB but, in
this case, the source representing the speaker is more smeared in the vertical direction. The
aforementioned background noise sources and weaker source of OB are also present. EHR–
CLEAN–SC (Fig. 4e) shows main lobes with a width selected by the user (in this case, larger
than for the standard CLEAN–SC case). There seems to be a floor on this source map between 0
dB and 2 dB, which indicates that there are still remaining contributions to the CSM of the dirty
map, after subtracting the contribution of the identified sound sources. The two aforementioned
background noise sources are detected as discrete point sources. This example highlights the
importance of selecting a conservative number of expected sound sources for EHR–CLEAN–
SC by observing the CFDBF source map and verifying the number of dominant eigenvalues in
the CSM. If only one source is considered, only the noise source at the bottom left of the map
would be identified since it is the strongest source. The source map obtained with CMF (Fig.
4f) resembles those of OB and CLEAN–SC but with a larger spread and number of spurious
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Figure 4: Source maps for the case of a single speakers with the lowest SNR (SNR2) for a one–
third–octave frequency band centered at 630 Hz for: (a) CFDBF, (b) FUNBF, (c) OB,
(d) CLEAN–SC, (e) EHR–CLEAN–SC, (f) CMF, (g) GIBF, and (h) GIBF–NNLS. The
dashed squares denote the ROI.

sources over the scan grid. GIBF with the regularization suggested in [70, 71] (Fig. 4g) seems
to provide the cleanest results, showing the correct source location with no other secondary
sources or sidelobes. This is because only the third largest eigenvalue (corresponding to the
speaker) was selected for plotting. The peak levels of GIBF, however, are considerably lower
than for the other methods since GIBF maps display the source distribution contours, which
should be integrated, considering the assumption of source coherence as explained in section
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Figure 5: (a) One–third–octave band frequency spectra for all the considered acoustic imaging
methods, as well as for the average microphone signal and the background noise of
the facility for the case of a single speaker with SNR2. (b) Error per third–octave
band made by each acoustic imaging method with respect to the average microphone
signal.

2.8. Lastly, GIBF with an NNLS solver, (Fig. 4h) shows a similar distribution as CMF, but with
lower peak values.

Frequency spectra

The sound spectra obtained by each method by integrating the source maps within the ROI are
shown in Fig. 5a for all cases. The reference signal (averaged array response) is also shown,
as well as the background noise spectrum of the facility. As aforementioned in section 3.1, the
sound from the speaker is below the background noise of the facility for some frequency bands
(approximately below 1 kHz), i.e., it has a negative SNR. For those frequency bands, all the
acoustic imaging methods considered provide values below the background noise but with a
larger spread between the different methods.

In order to assess the accuracy of each method in retrieving the correct sound spectra, the
relative errors with respect to the reference average microphone signal ∆Lp = Lp,method−Lp,ref
were calculated. Thus, a positive value of ∆Lp corresponds to an overprediction of the result
by the acoustic imaging method and vice versa. The relative errors are plotted in Fig. 5b. In
addition, the absolute error made by each method averaged over the whole frequency range
considered (the eleven one–third–octave bands) ε = |∆Lp| (i.e., the average L 1 norm of the
differences) is also calculated and included in the legends of Fig. 5b.

In general, the errors made by each method increase for low frequencies, where the SNR of
the speaker is lowest. EHR–CLEAN–SC provides the lowest overall error with respect to the
reference signal with ε = 0.6 dB, followed closely by GIBF (with ε = 0.7 dB), CMF with ε =
0.9 dB, and GO with ε = 1 dB. OB, and FPB provide ε values below 2 dB and lastly, CFDBF,
standard CLEAN–SC and FUNBF offer, in that order, the higher error values. FUNBF presents
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a decay at the higher frequencies bands (4 and 5 kHz), which is due to the aforementioned
sensitivity of this method to a mismatch in the steering vector when coarse grids are used (see
section 2.2). This can be solved by employing a finer grid [30] with the consequently higher
computational time. GIBF–NNLS seems to provide consistently lower estimates and has an
average error of about 9 dB. The reason for this relatively large offset remains unknown, but it
could be because this technique localizes the dominant sound sources outside of the ROI.

4.2 Case II: Two speakers

Source maps

Figure 6 contains one example source map obtained for the case with two speakers by each of
the methods considered. These results also correspond to a one–third–octave frequency band
centered at 630 Hz. This frequency band was selected because for the given array geometry
and distance between sources (0.35 m), it approximately represents the Rayleigh resolution
limit frequency (∼ 645 Hz) for which the two sources can be distinguished using conventional
acoustic imaging methods. The sound pressure levels emitted by both speakers are practically
identical for these conditions, see Fig. 2b.

The source map obtained by CFDBF (Fig. 6a) shows an elongated sound source with a
peak between the actual positions of both speakers, due to the insufficient spatial resolution of
this method at this frequency. There are still some sidelobes present in the source map, about
14 dB lower than the peak level. FUNBF (Fig. 6b) removes the sidelobes from the CFDBF
source map and just distinguishes both speakers as separate sound sources. Distinguishing both
sources becomes easier if the exponent parameter ν of this method is increased, at the risk of
stronger instabilities at high frequencies [37]. OB (Fig. 6c) presents no sidelobes but some
discontinuous line source in between the speakers. In addition, the peak Lp value is about 9 dB
lower than the one of CFDBF. A similar source distribution is obtained by standard CLEAN–SC
(Fig. 6d), but with the levels more concentrated at the speakers’ locations. EHR–CLEAN–SC
(Fig. 6e) performs best for this case clearly separating both speakers with the correct Lp values
and showing only a sidelobe about 20 dB lower than the peak value. The results obtained by
CMF (Fig. 6f) show the main sources around the speakers’ locations but also some additional
secondary sources outside of the ROIs considered. The results obtained by GIBF (Fig. 6g)
depict a somehow distributed line source with maximum levels at both ends of the segment,
slightly further away than the actual positions of the speakers. Lastly, GIBF with the NNLS
solver (Fig. 6h) shows the maximum levels between the two speakers and some additional
secondary sources outside of the defined ROIs.

Frequency spectra

In a similar way as it was done for the single speaker case, the integrated spectra within the two
ROIs depicted in Fig. 6 were compared, respectively, to the reference signals of the left and
right speaker recorded by the array and averaged over all microphones and corrected for the
distance of 1 m to the sound source (with only one speaker emitting in that case).

As explained in section 3.2, the left speaker was set to emit the exact same synthetic broad-
band noise signal as in the SNR1 case and the right speaker emitted the a different incoherent
synthetic broadband signal. Figure 7a presents the resulting average one–third–octave band
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Figure 6: Source maps for the case of two speakers for a one–third–octave frequency band
centered at 630 Hz for: (a) CFDBF, (b) FUNBF, (c) OB, (d) CLEAN–SC, (e) EHR–
CLEAN–SC, (f) CMF, (g) GIBF, and (h) GIBF–NNLS. The dashed squares denote the
ROIs.

spectra for the left speaker. The Rayleigh resolution limit for the given setup (∼ 645 Hz) is also
denoted as a vertical dotted black line. The respective relative errors ∆Lp with respect to the
reference signal are presented in Fig. 7b. In general, GIBF shows the best results for this case
(with ε = 0.3 dB), followed by GO (with ε = 0.8 dB), CMF (with ε = 0.9 dB), and CLEAN-
SC and EHR–CLEAN–SC both with ε = 1 dB. FPB and OB provide acceptable results with
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Figure 7: Left column: One–third–octave band frequency spectra for the case with two speak-
ers for all the considered acoustic imaging methods, as well as for the average micro-
phone signal and the background noise of the facility for the case with two speakers.
Right column: Error per third–octave band made by each acoustic imaging method
with respect to the average microphone signal. The rows refer to each speaker: (a)
and (b) left speaker, (c) and (d) right speaker.

ε ≤ 1.5 dB. CFDBF and FUNBF show a consistent large overestimation of the levels for the
lower part of the frequency range, with the additional aforementioned decay at high frequency
for FUNBF. CFDBF makes average errors of ε = 3.3 dB whereas for FUNBF it increases up to
almost 5 dB. Once again, GIBF–NNLS provide consistently lower values throughout the whole
frequency range and makes an average error of 10.3 dB.

The obtained spectra for the right speaker is presented in Fig. 7c and the ∆Lp with respect
to the reference signal in Fig. 7d. Overall, all methods (except for FUNBF) present higher
values of ε than for the left speaker case, which is expected because the right speaker was
the weaker source, see Fig. 2b. Once again, GIBF seems to make the smallest errors for this

22



8th Berlin Beamforming Conference 2020 Merino-Martı́nez, Herold, Snellen and Dougherty

case (with ε = 1.2 dB) followed closely by EHR–CLEAN–SC (with ε = 1.5 dB) and standard
CLEAN–SC and OB, both of them with ε = 1.6 dB. CMF makes an average error or 1.9 dB
for this case. FPB shows a considerably large error for the lowest frequency band (500 Hz) that
causes its error to increase to ε = 2.2 dB. GO provides relatively good performance for most of
of the frequency spectrum, but it overestimates the results for the two lowest and two highest
frequency bands, which increases the error made to 3 dB . For this case, FUNBF presents better
results (ε = 4.5 dB) than CFDBF (ε = 5.5 dB) and does not present the high frequency decay. It
is however, CFDBF that shows a large overestimation of the results at high frequencies. This is
probably due to the relatively low levels emitted by the right speaker in comparison with the left
speaker for that frequency range (about than 20 dB lower), see Fig. 2b. In fact, observing the
source maps at those frequencies (not included in this paper), the sidelobes due to the presence
of the left speaker are stronger than the right speaker, and those sidelobes are included in the
integration of the ROI. Lastly, GIBF–NNLS increases its error even more for the right speaker
providing an average error of 13.2 dB.

4.3 Case III: Airfoil trailing–edge noise

Source maps

Two sets of source maps for the NACA 0018 airfoil are presented in Figs. 8 and 9 for illustration
purposes. All the maps have a dynamic range of 20 dB and consider the convection of the sound
due to the presence of flow [14].

The first case corresponds to a flow velocity of 40 m/s and a one–third–octave frequency band
centered at 1 kHz. This case had a SNR of approximately 5 dB with respect to the background
noise of the wind tunnel at that flow velocity without the airfoil present [30]. The CFDBF
source map (Fig. 8a) depicts a distributed sound source along the trailing edge, but also ex-
traneous noise sources coming from the collector and the nozzle of the wind tunnel, located at
the top and the bottom of the picture, respectively. FUNBF (Fig. 8b) improves the results to
some extent by narrowing the width of the line source at the trailing edge and separating the
extraneous noise sources slightly further. The source map of OB (Fig. 8c) presents a main point
source in the middle of the trailing edge and some weaker spurious sources outside of the ROI.
Once again, the peak values in this case are about 9 dB lower than those of CFDBF. Standard
CLEAN–SC (Fig. 8d) provides a similar source distribution as OB but with two point sources
located approximately at the junctions of the trailing edge of the airfoil with the side plates.
EHR–CLEAN–SC (Fig. 8e) provides a cluster of sound sources somewhat distributed in the
vicinity of the trailing edge and mostly concentrated in the middle of the edge. The extraneous
noise sources are basically eliminated but few additional point sources are unexpectedly found
upstream of the trailing edge (at about 60% of the airfoil chord). This method shows again a
noise floor about 20 dB lower than the peak value. CMF (Fig. 8f) presents a larger spread in the
location of the sound sources, with some of the strongest sources detected outside of the ROI.
GIBF (Fig. 8g) shows a slightly elongated sound source located at the center of the trailing
edge, without any other sound sources present. Lastly, GIBF with the NNLS solver (Fig. 8h)
presents a discontinuous distribution of sources with the higher values inside or near the ROI
and a cluster of secondary sources at approximately x = 0.4 m and y = 0 m.

The second example refers to the other flow velocity (20 m/s) and a one–third–octave fre-
quency band centered at 4 kHz. This case had a SNR of approximately 8 dB with respect to the
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Figure 8: Source maps for the NACA 0018 airfoil with V = 40 m/s for a one–third–octave fre-
quency band centered at 1 kHz for: (a) CFDBF, (b) FUNBF, (c) OB, (d) CLEAN–SC,
(e) EHR–CLEAN–SC, (f) CMF, (g) GIBF, and (h) GIBF–NNLS. The airfoil location
and side plates are denoted by a solid rectangle and vertical lines, respectively. The
dashed rectangles denote the ROI.

background noise of the wind tunnel at that flow velocity without the airfoil present [30]. These
conditions were selected because the contribution of the leading–edge noise was observed to
be dominant compared to the trailing–edge noise [30]. The exact cause for having the leading
edge noise as a dominant source at the conditions of the current experiment is not known with
certainty yet since this type of source is normally generated due to the incoming turbulence of
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Figure 9: Source maps for the NACA 0018 airfoil with V = 20 m/s for a one–third–octave fre-
quency band centered at 4 kHz for: (a) CFDBF, (b) FUNBF, (c) OB, (d) CLEAN–SC,
(e) EHR–CLEAN–SC, (f) CMF, (g) GIBF, and (h) GIBF–NNLS. The airfoil location
and side plates are denoted by a solid rectangle and vertical lines, respectively. The
dashed rectangles denote the ROI.

the flow [87] and the turbulence intensity levels for the wind tunnel used are below 0.1%. A
possible cause of this noise source could be the tripping tape mentioned in section 3, placed at
20% of the chord. The nominal size of the carborundum elements used in this paper was 0.84
mm, instead of 0.6 mm as in other previous experiments in the same wind tunnel that did not
present dominant leading–edge noise [80–83]. Hence, this increase in roughness is probably
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the generating mechanism for leading–edge noise in this experiment.
The source map obtained from CFDBF (Fig. 9a) shows the presence of the leading edge noise

as a dominant noise source followed by what seems to be another line source at about 40% of
the airfoil chord, which could be due to some flow instabilities at that location. This second
line source is, however, not clearly distinguishable due to the insufficient spatial resolution of
this method. The trailing edge noise is also present as a secondary line source. In general,
for both the leading–edge and trailing–edge noise sources, the peak values are located in the
junction with the vertical side plates (i.e., at x = ±0.2 m). The reason for this is likely the
interaction of the boundary layer of the vertical side plates with the corners of the airfoil [88].
The influence of these corner sources is minimized by integrating the results within the selected
ROI. FUNBF (Fig. 9b) slightly improves the sidelobe level with respect to CFDBF but it shows
a very similar source distribution. The sidelobe level could be further improved by removing
the main diagonal of the CSM [14] but it was observed that this approach can lead to misleading
results at high frequencies. For example, if the leading–edge noise source is stronger than the
trailing–edge noise, the presence of the former can reduce the observed values of the latter,
especially when using methods that rely on the eigenvalue decomposition of the CSM, such
as FUNBF. An extended explanation of this phenomenon can be found in [18]. OB (Fig. 9c)
does not seem to detect the trailing–edge noise source and only detects the leading–edge noise
and the secondary source at about 40% of the airfoil chord. In this case, standard CLEAN–SC
(Fig. 9d) manages to successfully separate the three line sources (leading– and trailing–edge
and the secondary source) without any other major noise sources outside of the airfoil. Once
again, EHR–CLEAN–SC (Fig. 9e) displays a discontinuous distribution of sound sources, with
the presence of two dominant point sources located at the corners of the airfoil at the leading
edge and one in the center of the leading edge. A number of secondary sound sources are also
detected at about 40% of the chord and along the whole span. The trailing–edge noise source,
however, is not detected in this case. CMF (Fig. 9f) provides a similar source distribution
as standard CLEAN–SC but considerably more contaminated by spurious sources all over the
scan grid. GIBF (Fig. 9g) clearly shows the leading–edge as the dominant noise source, as well
as the secondary source at 40% of the chord, and a weaker source for the trailing–edge noise.
Lastly, GIBF–NNLS (Fig. 9h) presents a similar source distribution as GIBF, but considerably
more contaminated by sidelobes.

Frequency spectra

The source maps obtained by all the acoustic imaging methods were integrated within the de-
fined ROI to isolate the trailing–edge noise frequency spectra. The integrated results in the ROI
considered (with a spanwise length of 0.2 m) were scaled to account for the full span of the
airfoil (0.4 m) by adding 3 dB (double power), since the airfoil span is twice the one of the ROI.

The obtained frequency spectra are presented in Fig. 10, as well as for the signal recorded
by the array (averaged over all microphones), the estimations of the BPM method [87] and the
background noise of the facility (at the corresponding velocities and without the airfoil present).
The BPM model is a semi–empirical model for predicting various components of airfoil self–
noise, including the turbulent boundary trailing edge noise. The results can be extended to
different airfoil geometries, such as for the NACA 0018 case analyzed here [30]. This model
provides the predicted noise spectra in one–third–octave bands based on the given Reynolds
number, effective angle of attack, airfoil’s chord and span, and the observer’s location. The
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Figure 10: Left column: One–third–octave band frequency spectra for the NACA 0018 airfoil
for all the considered acoustic imaging methods, as well as for the signal recorded
by the array (averaged over all microphones), the estimations of the BPM method
and the background noise of the facility. Right column: Error per third–octave band
made by each acoustic imaging method, with respect to the average microphone
signal. The rows refer to different flow velocities: (a) and (b) V = 20 m/s, (c) and
(d) V = 40 m/s.

displacement thickness of the boundary layer δ ∗ is an optional input. In this case, the values for
δ ∗ for the NACA 0018 airfoil were estimated using the software XFOIL [89] and were found
to be 2.3 mm for V = 20 m/s and 2.1 mm for V = 40 m/s. The spectra for both flow velocities
considered are included: 20 m/s (Fig. 10a) and 40 m/s (Fig. 10c). All the spectra correspond to
an observer distance of 1 m from the trailing edge.

On the right in Fig. 10, the differences in sound pressure level ∆Lp with respect to the
reference spectrum measured by the array (averaged over all microphones) are depicted. It
should be noted that the average signal measured by the array is not just due to the trailing–
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edge noise but also from other extraneous sources, such as the leading–edge noise (see Fig. 9).
However, for the given setup, trailing–edge noise is expected to be the dominant noise source
for most of the frequency range [87].

In general, all the acoustic imaging methods employed show a similar trend as the average
microphone signal, except for EHR–CLEAN–SC, which provides considerably lower values
and even no results for some frequency bands, for which no sources were resolved within the
selected ROI because they fell outside of it. This behavior can be explained because this method
specifically considers the presence of point sources (five in this case), instead of distributed
sources as trailing–edge noise. GIBF–NNLS shows a somehow constant offset of about−10 dB
for most of the frequency range, and unstable behavior for the two lowest frequency bands (500
Hz and 630 Hz). This erratic behaviour for the low frequencies is also seen in the case of OB.
Those outliers were omitted for calculating ε . FPB seems to provide the smallest differences
with respect to the reference signal in this case with ε ≤ 1.5 dB. This method is followed by
GIBF and the BPM prediction model with ε ≈ 3.5 dB. FUNBF, CFDBF, GO, and OB show (in
that order) slightly higher average differences up to about 5 dB. CLEAN–SC and CMF provide
higher ε values but still lower than EHR–CLEAN–SC and GIBF–NNLS.

In general, the overall agreement for the higher flow speed (40 m/s) is closer than for the
lower one (20 m/s). This could be due to the higher SNR for the higher velocity case. The
divergent behaviour of OB and GIBF–NNLS at low frequencies is also present for the case of
40 m/s.

The general overestimation of the spectra by GIBF could be because the same regularization
approach as for the cases with speakers was employed, which increases the intensity of the
spurious sources of the map [30]. A dedicated selection of the regularization parameters is
expected to improve the results [70, 71]. In a similar manner, GO assumed the presence of
point sources for this analysis, but considering a more physically accurate representation of the
source (such as a line source in the airfoil case) in the optimization process would likely lead to
better outcomes [50]. These considerations are left for future work.

4.4 Summary of the errors for each case

In order to summarize the main results regarding source power estimation of the three test cases
in a single figure, Fig. 11a presents a bar plot of the average errors ε made by each acoustic
imaging method for the experiments featuring: one speaker, two speakers and the NACA 0018
airfoil. It should be reminded that these errors are with respect to the signal measured by the
average microphone, and that implies some limitations that have been mentioned throughout
the text. The average errors displayed in the bar plot in Fig. 11a have been calculated by
averaging linearly the errors of all the subcases analyzed, i.e., the left and right speakers for the
two–speaker case, and both flow velocities for the NACA 0018 airfoil case.

In general, it can be observed that GIBF and EHR–CLEAN–SC are the best methods for the
cases involving point sources (i.e., speakers). GIBF provides slightly lower average errors and
EHR–CLEAN–SC shows a better rendering of the source maps for the case with two speakers
placed closer than the Rayleigh resolution limit. For the airfoil case FPB provide the best
agreement with the reference signal, whereas CFDBF, FUNBF, CLEAN–SC and GIBF render
the expected line source distribution.

Moreover, since for the NACA 0018 airfoil case neither the signal of the average microphone
signal nor the estimations of the BPM model can be considered as a perfect reference to compare
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Figure 11: (a) Average errors ε made by each of the acoustic imaging methods considered for
the three experimental cases analyzed. (b) Average collapse error for the expected
Strouhal scaling for trailing–edge noise.

the results with because they also include the contribution of the leading–edge noise, it was
decided to assess the expected collapse of the spectra corresponding to both flow velocities once
they have their frequency axis normalized using the Strouhal number based on δ ∗, St = f δ ∗/V
and the sound pressure levels normalized by the following expression [87, 90, 91]:

Lp,norm = Lp−10n log10
V

Vref
−10log10

δ ∗

δ ∗ref
(28)

where Vref is a reference velocity, and δ ∗ref and Lp,Vref are the displacement thickness of the
boundary layer (estimated using XFOIL [89]: 2.3 mm for V = 20 m/s and 2.1 mm for V = 40
m/s) and the sound pressure level at that same velocity, respectively. The parameter n is the
expected dependency of the trailing–edge noise levels with respect to the flow velocity V . For
this assessment, a value of n = 4.5 was used, following the suggestions from literature [87, 90,
91]. The agreement between the scaled spectra at both flow velocities using the normalization of
Eq. (28) is illustrated as a bar plot in Fig. 11b. Overall, the best collapse of the two normalized
spectra is found for the case of the average microphone signal, where an average deviation ε

within the frequency range considered of 0.8 dB is observed. After that, FPB, CFDBF and
FUNBF present the closest match between both scaled spectra with ε ≤ 1.5 dB, which is a
similar value as the one of the BPM model. This assessment is only complementary to the
analysis performed in Fig. 10, since it can occur that a method provides a good collapse when
considering the Strouhal scaling but relatively large deviations with respect to the reference
signal, such as GIBF–NNLS.

In general, similar results were obtained in a benchmark exercise of a simulated line source
modeling a trailing–edge noise measurement in a closed–section wind tunnel [27, 49, 50].
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5 CONCLUSIONS

The performance of Functional Projection Beamforming (FPB) was investigated in this paper
for the purpose of aeroacoustic measurements featuring microphone arrays, and compared (in
terms of accuracy for retrieving the source levels) with other well–known acoustic imaging
methods.

Three different experimental test cases were measured inside of an anechoic wind tunnel and
analyzed using each method: 1) one speaker emitting synthetic broadband noise at low signal
to noise ratio with respect to the background noise, 2) two closely–located speakers emitting
incoherent synthetic broadband noise signals at different relative volumes and 3) trailing–edge
noise of a tripped NACA 0018 airfoil.

Overall, it was shown that FPB presents a comparable performance to more elaborated meth-
ods for the cases featuring speakers, such as orthogonal beamforming (OB), CLEAN–SC (and
its high resolution version), and generalized inverse beamforming (GIBF). Additionally, FPB
does not present the sensitivity of functional beamforming (FUNBF) to a mismatch in the steer-
ing vector, which may occur when a coarse grid is employed.

For the case of distributed sources such as the trailing–edge noise of the NACA 0018 airfoil,
FPB seems to provide the smallest differences with respect to the reference signal, as well as the
closest agreement with the expected Strouhal scaling for trailing–edge noise (with average er-
rors below 1.5 dB). Therefore, FPB could potentially have extensive application in aeroacoustic
experiments, such as airframe or jet noise tests.
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