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ABSTRACT

The development of array processing methods t@eixthe useful characteristics of acoustic
sources such as their locations and absolute lestaiing from the measured sound field is
one of the main issues in aero-acoustics. Geneth#ymethods are based on a deconvolution
operation to remove the undesirable effects of simggroduced by array response. This
process should be carried out after the additiveenisas been suitably attenuated and, ideally,
the deconvolution operator should amplify the na@isdittle as possible. We show that when a
reference of noise is known beforehand, and unel¢aio assumptions, that it is possible both
to remove the smearing effect produced by arraypomse and to reduce the noise
contamination of the results using a method caipdctral Estimation Method With Additive
Noise. This method has been applied to computerexipérimental simulations involving
acoustic sources radiating in a noisy environmgéné levels of the sources were found with a
good accuracy and the background noise highly estluconfirming the validity of the
approach and the good performance of the propostialoah.
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Nomenclature

A, = actual power spectral density of monopole s®ur
a (t) = source function associated to the monopolecgour
A () = estimate ofA (f)
c = speed of sound in the propagation medium
D = distance between the source region and tlag arr
D = region containing all the acoustic source a&as
Dq = source area q
f = frequency in Hertz

J2nt

C mi

G, (f) =G, = © is the Green'’s function for a source point at tmgai and an

mi

observer at location m

k _ 2nt is the acoustic wave number
c
J = number monopole sources to model
L = length of the array
M = number of microphones of the array
N, = number of monopole sources in the source area q
P, =20 pPa
P = integrated power levels of the source area q
R, = distance between th& inonopole source and th& microphone
S = acoustic source i
t = time in seconds
(x,y) = plane containing both the acoustic asa$the array
A, = minimum distance between two monopole sources
Foa(f) = cross-spectral density betwegff*(t) and p*(t)
[F™f)] = array cross-spectral matrix computed with neiseldata
[r mod(f )J = model cross spectral matrix
ood(f) = cross-spectral density betweglf?(t) and p™(t)
[r rT“ESN(]‘)] = array cross-spectral matrix of the backgroundeno

[r meerf‘N)(f)] = array cross-spectral matrix of the referenceeoi
Frols = ol

o3 = variance of the white background noise
T = time delay
Q, = power spectral density of acoustic source i

Abbreviations
CBF = Conventional Beamforming
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CSM = Cross Spectral Matrix

PSD = Power Spectral Density

PSS = Power Spectrum Subtraction

SEM = Spectral Estimation Method

SEMWAN = Spectral Estimation Method With Additiveolde
SPL = Spectral Power Level

1 INTRODUCTION

Array processing is currently used in acousticstesh in wind tunnels to localize and
rank the acoustic sources based on a model of wata@wd monopole sources [1-6]. It has
been successfully applied in the characterizatfcrérame noise of an aircraft model [7-10].
Other methods considered as references [11-13jas®ed on a model of correlated monopole
sources to assess the directivity of sources.

However, the performance of the imaging processiag be affected by background
noise that usually makes the results unreliablas Shuation arises, for example, in wind
tunnels with a closed test section, where acossititces radiate in very a noisy environment,
which makes it difficult to characterize them.

The problem becomes critical when corrupting nassehanging the actual levels and
the spectral distribution in the measured crossisgplematrix. Besides, undesired dominant
noise sources may be present in the corruptingenoisking it more difficult to decide in the
localization maps whether the sources with higleleeorrespond to those of interest or not.

In order to get over this drawback, a lot of reskasn the modeling and removal of
the effects of noise and distortion has been ddhe.main conclusions of these studies are
that the success of noise processing methods depandheir ability to characterize and
model the noise process, and to use the noiseatBastics advantageously to differentiate
the signal from the noise. Various techniques sashbeamforming (non-adaptive and
adaptive) and spatial-temporal filtering can bedus® achieve noise reduction [14-17]. In
certain applications, it is not possible to acdbssinstantaneous frame of the contaminating
noise, and only the noisy signal is available. Thhe noise cannot be cancelled out, but it
may be reduced, in an average sense, using tieistabf the signal and the noise process. In
other situations, it is not possible to get a noeference: the reference signal can either be
generated artificially or extracted from the prignaignal or from the imaging results [18].

Sometimes we have access to a noise referencenalel some assumptions on the
noise characteristics; it is possible to use sévehmategies to remove its effects. An
interesting approach proposed in [19] shows how teneralized singular value
decomposition can be used to achieve noise reducfioother popular solution uses the
Spectral Subtraction method to reduce the noisdantination [20]. It is based on the
subtraction of the short-term spectral magnitudeam$e from that of the noisy spectrum. A
generalized form of the basic spectral subtractomiven in [21] where power spectral
subtraction uses short-time power spectrum estsnaistead of a magnitude spectrum.
Another interesting solution consists in removihg tain diagonal of the array cross spectral
matrix before performing the imaging processing Fgwever, this solution is tractable when
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the background noise has both the same varianegdl dime microphones of the array and is
uncorrelated between the microphones.

The present study is focused in the presentatiorarorextension of the Spectral
Estimation Method (SEM) [4], which is based on mpknowledge of a noise reference. This
new method called Spectral Estimation Method Wittidiive Noise (SEMWAN) has the
advantage of being able to reduce the smearingtefige to the array response and at the
same time the inaccuracy of the results causeisg rsources which can be coherent as well
as incoherent, with high or low levels. This methedvell suited to applications in a wind
tunnel since we can, for example, get a noise eatex or record the environmental noise
before installing the models in the test section.

This paper is organised as follows: Section 2 lzeugiith a presentation of the problem
we want to solve, gives a short theoretical baakgdoof SEM and presents its limits when it
is used with noisy data. Section 3 is devoted m phesentation of SEMWAN. SEM and
SEMWAN are applied on numerical and experimentahusations in Sections 4 and 5
respectively.

2 PROBLEM OF THE SOURCE LEVELS ESTIMATION STRATING FROM
NOISY DATA
We consider two extended sourcgsand S, of Power Spectral Densities (PSO3)
and Q, radiating in a very noisy environment. It is clesized by a coherent noisg of
PSD Q, at the same location of one 8f, and an incoherent broadband noszeof variance
o2, as depicted in Fig. 1.

Acoustic sources of interest

Spyrious Coherent Source S

Incoherent Noise Sourq

e S4 (o)

-L2 L2

Ax Array of microphones
Fig.1 — Geometry of the problem of acoustic SPtisnasion using noisy data.

The objective here is to find the location of &d $ and estimate their actual levels
starting from the noisy signals and a measuremfethiedbackground noise.
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2.1 Least Squares Solution for Source Levels Estima  tion with Noiseless Data

Consider[l""es], the array cross-spectral matrix, aiﬁdmd], the model cross-spectral
J
matrix of componenﬂ'nT;d(f)=ZGm,i(f )A(f)G,(f). The problem here, is to estimate the

unknown PSDsA (f) of the monopole sources. The solution with SEMi$dbased on the
minimization of the following cost function:

2

aM:i

mn=1

W%Z%,ﬁm (1)

The minimization of the mean squares error E(Ahw#spect to A leads to the linear system:

iWA=Q )

N 2
= z Gm,iG:n,j
m=l

with U, = i G,

m,i’ mn m|' i,
m,n=1

The resolution of Equation (2) provides the est'maa@\i(f) of the desired PSD# (f).

However, the accuracy of thliei (Hepends on the variance of the background naideet,
consider that the acoustic sources radiate in aal ichedium without background noise. In
this case, the array cross-spectral matﬁi?esl may be assumed equal tbsl the source

cross-spectral matrix that would be obtained witis@less data. Thus, equation (2) may be
written as:

i VA =U8 3)

j=1

with US = Z Goi /G

mn=1

The estimatesAi (f pbtained by solving equation (3) will allow chaexzing the actual
levels of the acoustic sources as it was shown mitherical simulations presented in [4].

2.2 Least Squares Solution for Source Level Estimat  ion with Noisy Data

Now assuming that the wave fields radiated by ttwustic sources are contaminated
by an additive noise, and that the source and drsersignals are uncorrelated. It follows that
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the true array cross power spectllrdl‘eST] obtained in practical cases can be expressedas th
sum of ™| and rmesN ;

l/—meslel-/—mes]_i_l-/—mesNJ (4)

It is again assumed that the cross power spe[f‘f?&slj of the acoustic sources is equalﬁé].
Therefore the substitution (i)‘f mes] with [r mESTJ in Eq.(2) yields:

J
2 VS =uf+ul (5)

=1

M
with UM = Y G, FmNG,

m,i’ m,n
m,n=1

Equation (5) may be written with the following coagp form as:

i ViiA :UiN{lJ’LLj_ﬂ (6)

=1 i

We may analyze Equation (6) as follows:
S

. .. U . .
a) when the power ratio verlflesu—;q >>1, the estimated parameters will allow an

estimation of the acoustic source levels with dliggree of accuracy,
S

b) when the power ratio verifiestj—:q«l, the estimated parameter;éi(f) will

I
characterize the undesired background noise,
c) In the other situations, actual PSDs of the acoustiurce will be more or less
corrupted by background noise.

3 SPECTRUM ESTIMATION METHOD WITH ADDITIVE NOISE

The conclusion drawn in Section 2.2 is that SEM give results that are strongly
erroneous if it is applied to very noisy data. Tthiawback may be removed with the Spectral
Estimation Method With Additive Noise which is amprovement of SEM. This implies to
taking into account the contribution of the backgrd noise in the acoustic measurements,
and to modify the optimization problem using Eqsdad (4), so that we obtain.

2
M J
F(A)= Z [omest — [ esh —ZijAj G| 7)
j=1

mn=1
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The cross power spectral matr[B(meSNJ is generally not available because the measurement

of acoustic sources and of background noise canbeobbtained separately. A way to

overcome this difficulty consists in modelling theise sources. The problem is no so simple
because background noise sources are many andl.veoe example in wind tunnels, they

include flow noise, vibrating, fan, mat supportriRermore, most noise signals of interest are
at least partly random. Hence, it is not possibléotmulate an equation that can predict the
exact future values of random signals becausehtheg unpredictable fluctuations. Therefore,
without any a priori information about the noiddsivery difficult or even impossible to solve

the estimation problem defining by Eq.(7). Neveleks, in many practical situations we can
measure the environmental noise with the array iofaphones and thus access to a noise
reference. These data can be used to combTu"t@re“N)] named a reference noise cross

spectral matrix. At this point of the paper, on@siders several assumptions about the noise
reference and the acoustic sources:

a) the noise reference is locally stationary, so iisathagnitude measured before the tests
without the acoustic sources of interest is eqoatst level produced during the tests
with the acoustic sources,

b) the source signals and additive noise componeatstatistically independent.

It follows from the above assumptions ti{ﬁf“esre““)] can be considered as a very good
characterization ofr ™" | so that, it is possible to replafig™" | with [F™*'™ | in Eq. (7):

2

M J
FOAY= 2 | =M™ =2 G AG ®

mn=1 =1

Let us develop Eq.(8) in the following form:

F(A):Cmes—ZiU}“esAj +2iustj +CP —2Cc™m" +i AV, A 9)
i=1 =1 b
with
M M M
Cmes z ‘rmesT , Uimeszz z GmlrmesTGm, zz Gmlrmesref(N)Gn”
=1

n m=1 n=1 m=1n=1

M= ng

M N N
Z ‘I—mesref(N) CmesN =Z Z rrr::%sT*rrrr]]qzsref(N) a_l‘]dVLj =

n=1 m=1 n=1

M 2
z Gm,iGm,j
m=1

3
1l
iy

The noise free power spectral densitids are defined as the solution of the following
problem:

A= argminF(A)
A
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However, A, obtained after the minimization process (Eq. @® not guaranteed to be

positive. This can lead to physically unrealisttusions for the recovered spectra (i.e. spectra
with negative amplitudes). In order to get ovesthrawback, a new set of parameters is

introduced such assz(f):Ai(f). Thus, the least-squares problem can be formulased
follows:
J J J
H(a)=C"™-2>UM™a? +2> Ula? +CN-2C™ " +>" a?V, a?
i=1 j=1 L]

i iV

(10)

In this form it appears that the cost functig(o) takes into account:
a) the bias due to the variance of the backgrouncenwith C",
b) the background noise that was propagated in thesaomain withu"
c) the background that may be correlated with the stamaources wittc™s"

3.1 Source power levels computation

The computation procedure consists first in sangplthe source areas, then in
determining the power Ievelé(j2 of virtual uncorrelated monopoles located at eatlthe
sampling points, by minimizing the error in Eq. 10

Among all the methods available to perform nonlmmatimization [22], we chose an
efficient and robust algorithm called the Resta@etjugate Gradient Method to compute the

6(].2. This method is well documented from a statistipalnt of view [23] and from a
numerical point of view [24]. An efficient well-daebged software version of the algorithm is
available [25]. The minimization of the cost fuleti H(a) with respect tod; provides
positive noise-free PSDs as it will be shown in tiext section. After this step, the total
power level outpuf, , (f)of the source areaqls obtained by summing the power Ievél%

of all monopole sources that are used in the mogeif D

Nq

Pa=2 a; (11)

=1

We will call Spectral Estimation Method (SEMWAN)ighoverall technique aiming at
finding P, ().
The result is valid only around the directian and in the aperturéd™ wf the

measuring array, seen from the source region. Quoiesely, in the acoustic far field, the SPL
at a large distance R from the sources and ardwnditection”uis modeled as:
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Q P, (f)
=
In conclusion, P, ,(f) may be considered as the mean directivity pattéreach
radiating areaq in the directionti averaged ormA™ uThen, rotating the measuring array
around the global radiating region enables ustimese the full directivity patterd?, , (f,u)

P(f,Ri)=

(12)

4 NUMERICAL SIMULATION

The purpose of this section is to evaluate thatglmf SEMWAN to accurately estimate
the levels and locations of two extended acoustizcesS, and S, radiating at a frequency
of 4 kHz in a noisy environment (Fig.2}5, and S, are composed of 40 uncorrelated
monopoles evenly spaced with,= 0.005 meter. The levels of each monopole sowc&f
and S, are 20log(A,)=55dB and 20log(A,) =70dBrespectively, in decibels. The
integrated power levels fd3, is given by the following relation:

40
2,=10log ) A’=71.02dB (13)
n=1

If we substituteA, by A, in Eq. (13), we find that the integrated powerelelor S, is equal
to Q, =86.020B.

The wave fields generated by the two sources aenasd to be measured by a linear
array of length L = 1.4 m, with M = 15 microphorseparated by 0.1 m (Fig.1). The distance
between the array and the source line is D =2 m.

In order to simulate the noisy environment, onesaters that the spurious sourgg

IS situated at the same location ®f and is composed of 24 uncorrelated monopole ssurce
each with a level of20log(A;)=90 dBsuch that the integrated power levels &y is of

Q, =1038dB. Furthermore, incoherent nois§, has a very high level with a variance in
decibels equal tdﬁoé)dB =100dB. This situation may be representative of the teatsed out

in a wind tunnel with closed test section.

1D - —

1)1

90fSs (0%, —100dB .
@Bsgol S; I, = 103.80 dB

70E S

i | i .Ql.=71'(|)2(.iBS* ] .2 Qz|_ %6'0.2(].3 i

30 03 0 U3

x(m)

Fig.2 — Simulation of two extended sour&sand S, contaminated by a coherent noise souge
and a broadband nois§, .
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4.1 Results obtained with CBF — SEM and SEMWAN

In Fig. 3, CBF does not resolvg, and S, but it clearly shows the location of the
undesired noise sourc® . With SEM, it is not possible to distinguish geurcesS, andS,

because the result is completely erratic over thelev computational domain. This is in
agreement with the study described in Sec. 2.2ireig.a shows the noise reference uses by
SEMWAN and Fig. 4.b the result obtained with thisthod. Now,S, and S, are resolved,

their levels are correctly estimated and the smgagifect of the background noise removed.

SPL
—

110f————————
100LCBF Q,=97.51

,=104.88dB

90,
(dB)g0,
70
60,
L L | L
iy 05 0 0.5 1
x(m)

Fig.3 — Result obtained with CBF and SEM for thefiguration presented in Fig.2.
(. O —
0] (@)
9olS, ©),=100dB

e | S; I, = 103.80 dB
70k
60}
o
x(m)
[/ J— TR — :
100 L SEMWAN - b
o Q,=71dB Q,=85.88 dB
(dB)8o k-
708
60 F
s N .
07 03 0 03 1
x(m)

Fig.4 — (a) Noise references used to const{ﬁélesref‘”)] for the configuration presented in Fig.2 -
(b) Result obtained with SEMWAN using the noisereeice presented in Fig. 4.a.

5 EXPERIMENTAL SIMULATIONS

A simple experiment was conducted in an anechogntter to validate SEMWAN
with experimental data. A photograph and a schema#iw of the experimental set-up are
presented in Fig.5 and Fig.6 respectively. We acerdnere that the acoustic sources are three
driver unitsS;, S, andS; mounted in the middle of a wooden plate and sihaseparated at
0.29 m. The background noise is generated by ikierdunits S, and S, placed near the array
of microphones and between the two wooden platearated by 3 meters. The phased array
is composed of 30 microphones, ¥z in. 3211 Briel&Kjvenly spaced at 10 cm.

10
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Arra'ym'o'\f S0amicrophones

o)

Fig. 5 — Photograph of the experimental set-upriraaechoic chamber used to validate SEMWAN.

Fig.6.- Schematic view of the experiment set-up.

5.1 Methodology of the tests

The driver unitsS,, S, and S, were connected independently at three generators

delivering sinusoidal signals at the frequency & Hz, 4.83 kHz and 8 kHz respectively.
The driver unitsS, and S, were also connected at independent generatorgedalj a

broadband signal filtered at 10 kHz f&, and a sinusoidal signal at 3 kHz f8t. The

acoustic waves radiated by each of the five driva@ts were individually measured by the
array of microphones. The spectra §f, S,, S, are presented in Fig 7.a to Fig 7.c

respectively and those &, and S, are shown respectively in Fig 8.a and Fig 8.b. [Evels
of the measured spectra by the microphones 29ndSlL apposite to the sourc&s, S,, S,

respectively will be compared to the results predidby SEM and SEMWAN. Thus, it will
possible to assess the ability of both methodsctwrately reproduce the levels of acoustic

11
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sources radiating in a noisy environment. The noé$erence matri>{|’mesre“’“’] required by
SEMWAN is computed with the data measured when 8pland S, impinge on the array of

microphones. An example of the spectra[ﬁ)’fes'ef‘“‘)] is presented in Fig 8.c. It shows the
broadband noise and tone noise emerging, of attbdBlat 3 kHz.

SPL - S1 SPL - S2 SPL - 83

130 ) o (b) ()

120] ] i ] i
112.2 dB(mic 29)

109.7 dB(mic 15) |

dB (ref: 2.10° pa)

o S
N XX e o =
(= — T — R —

60L 1, ) b |
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10
Frequency (kHz) Frequency (kHz) Frequency (kHz)

Fig. 7 — Spectra of the acoustic sources : (a) Tooise at 2.5 kHz — (b) Tone noise at 4.83 kH2 — (c
Tone noise at 8 kHz.

SPL - S4 SPL - S5 SPL - S4+S5
130F 126 dB(mic 16) | 126 dB(mic 16)
&
El
23
e
3
B
~ 80} . L i
70
(@) (©)
60 1 1 1 1 1 1 1 1 1 1 1 1

(=3

2 4 6 8 10 0 2 4 6 8 100 2 4 6 8 10
Frequency (kHz) Frequency (kHz) Frequency (kHz)

Fig. 8 — (a) White noise filtered with a low paitef at 10 kHz — (b) Tone noise at 3kHz — (¢)
Spectrum of S+ S.

5.2 Data processing

The array cross power matrichg™" | and ™™ | were estimated using 200 data
blocks, of 1024 samples each, sampled at 31250.&1zA(f = 31250/1024 = 30.51 Hz). The
levels of N, = 200 virtual monopole sources were computed afiapampling points equally
spaced every\y = 0.005 m, on a line passing through the middléhe driver unitsS , S,
ands;, fromy=0.4 muptoy=1.4m, at the discreggitiencies = IAf (I =1,..., 328), and
in the frequency range [0, 10 kHz]. The measureectsp are compared to the estimated

12
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spectra with SEM and SEMWAN after their propagatainthe location of microphone n
using the following relation:

ai(f)

I
P.(f)=10log = "— PZR“' -

N,

5.3 Performance of SEM and SEMWAN

In the first scenario we consider the configurattown if fig. 11.a. The objective here
is to estimate the levels @&, (green curve) an®, (red curve) starting from the noisy data
measured with the array and the noise referenceixndthe spectrum of the signal
Microphone 16 (black curve) obtained wh&n, S,, S, and S; impinge simultaneously on
the array shows the difficulty to solve this prohle

Fig 9.b presents the result given by SEM. The le¥ed, is correct, while that o8, is
underestimated by about 3 dB. There are also numespurious sources with high levels
generated by the noise sourcgsandS;. The result given by SEMWAN is presented in Fig
9.c. The noise sources have been highly reducedhentévels ofS and S, found within 1
dB. This demonstrates the efficiency of SEMWAN feducing the undesired noise sources
when a reference of these noise sources is awailabl

SPL - S1+S2+84+S5 e SPL e SPL
ql T T T _"I"'I"'I"""_ _"'I"'I""""'_
130 81(112.20 dB) ]| :(b) —112.69 ngEM: Z(C) _113_12%111:[WAN'
120} $2109.7dB) | o ] e 10979 dB
110 & | 10598 B 1 E
.Enoo. 732105_ 21051 5
b v S0
= = [ S
< 90 <100 w100 N
B g | £
~ 80L & [
. 95} 95} .
60 : ] : |..|.|...|...'
0 2 4 6 8 10 900 2 4 6 8 10 900 2 4 6 8 10
Frequency (kHz) Frequency (kHz) Frequency (kHz)

Fig.11 — (a) Spectra of acoustic sourcggr8d line), $ (blue line) and measured by microphone 16
(black line) due td5,, S;, S, and S; — (b) Result found with SEM — (c) Result fourtth wi
SEMWAN.

The second scenario is shown in Figure 10.a. Thexte here is the characterization
of S, and S, starting from noisy measurements a{ﬁﬂesre“N)J computed when onlg, and
S; impinge on the array. The graph in Fig. 10b shdwesresult with SEM. The levels of
sources, is underestimated by about 3 dB while thasgfis within 1.5 dB. Again, there are

13
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numerous spurious sources with high levels duestoand S,. The result obtained with
SEMWAN (Fig. 10.c) shows thas, and S, appear more clearly due to the reduction of
noise. The level of5 is accurately estimated and that®f obtained within 2.54 dB. It also
appears thas, was not completely removed by SEMWAN.

SPL - S2+S3+S4+S5 SPL SPL

! ! ! 11 UL L 115 T 11
130{@ 1 g0 an) SHo) SEM ] (C) SEMWAN]
110 $3(93.8dB) ] ok ] ok BT
& 120 e | 1 & | ]
g by = 105} .
> 100 g g
= o ) [
S 9% 5 3 100} .
= gof B B 96.34 dB_ ]
950 .
70 i
60 : 0: I T
0 2 4 6 8 10 0y e g - T o
Frequency (kHz) Frequency (kHz) Frequency (kHz)

Fig.10 — (a) Spectra of acoustic source4rgd line), 3 (blue line) measured by microphone 16
(black line) due tdS,, S;, S, and S;- (b) Result found with SEM — (c) Result found \BEMWAN.

6 SUMMARY

This study has presented a new method to estimatactual levels of acoustic sources
radiated in a noisy environment. This method calfukctral Estimation Method With
Additive Noise (SEMWAN) is based on the prior knedfje of a noise reference. The
minimizing of the cost function constructed withethoise reference, the array and model
matrices, gives solutions with a highly reducedkigasund noise and provides the source
levels with good accuracy. SEMWAN has been appliedcomputer and experimental
simulations to estimate the levels of acoustic sesiradiated in a noisy environment. The
results have confirmed the validity of the approactd the performance of the proposed
method.
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