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ABSTRACT
The main aim of this paper is first to present the Bayesian inference approach for sources

separation where we want to infer on the mixing matrix, the sources and all the hyper-
parameters associated to probabilistic modeling (likelihood and priors). For this purpose,
the sources separation problem is considered in four steps: i) Estimation of the sources
when the mixing matrix is known; ii) Estimation of the mixing matrix when the sources
are known; iii) Joint estimation of sources and the mixing matrix; and finally, iv) Joint es-
timation of sources and the mixing matrix, hidden variables and hyper-parameters. In all
cases, one of the main steps is modeling of sources and the mixing matrix prior laws. We
propose to use sparsity enforcing probability laws (such as Generalized Gaussian, Student-t
and mixture models) both for the sources and the mixing matrix. For algorithmic and com-
putational aspects, we consider either Joint MAP, MCMC Gibbs sampling or Variational
Bayesian Approximation tools. For each class of methods we discuss about their relative
costs and performances.

1 Introduction

The general sources separation problem can be viewed as an inference problem where first we
provide a model linking the observed data (mixed signals) g(t) to unknown sources f (t) through
a forward model. In this paper, we only consider the instantaneous mixing model:

g(t) = A f (t)+ ε(t), t ∈ [1, · · · ,T ] (1)

where ε(t) represents the errors of modeling and measurement. A is called mixing matrix and
when it is invertible, its inverse B = A−1 is called the separating matrix. The second step is to
write down the expression of the p( f |A,g) when the mixing matrix A is known, p(A| f ,g) when
the the sources f are known, or the joint posterior law:

p( f ,A|g,θ) = p(g| f ,A,θ 1) p( f |θ 2) p(A|θ 3)

p(g|θ 1,θ 2,θ 3)
(2)
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where p(g| f ,A,θ 1) is the likelihood and p( f |θ 2) and p(A|θ 3) are the priors on sources and
the mixing matrix and θ = (θ 1,θ 2,θ 3) represent the hyper-parameters of the problem. In real
and effective problems, we also have to estimate them. This can be done, by assigning them
a prior p(θ) often separable p(θ) = p(θ 1) p(θ 2) p(θ 3) and writing the expression of the joint
posterior:

p( f ,A,θ |g) = p(g| f ,A,θ 1) p( f |θ 2) p(A|θ 3) p(θ)
p(g)

(3)

In this paper, we will consider these two cases with different prior modeling for sources p( f |θ 2)
and different priors for the mixing matrix p(A|θ 3). In particular, we consider the Generalized
Gaussian (GG), Student-t (St), Elastic net (EN) and Mixture of Gaussians (MoG) models. Some
of these models are well-known [2, 5–10], some others less. In general, we can classify them
in two categories: i) Simple Non Gaussian models with heavy tails and ii) Mixture models with
hidden variables z which result to hierarchical models.

The second main step in the Bayesian approach is to do the computations. The Bayesian
computations in general can be:
• Joint optimization of p( f ,A,θ |g) which needs optimization algorithms;
• MCMC Gibbs sampling methods which need generation of samples from the conditionals
p( f |A,θ ,g), p(A| f ,θ ,g) and p(θ | f ,A,g);
• Bayesian Variational Approximation (BVA) methods which approximate p( f ,A,θ |g) by a
separable one

q( f ,A,θ |g) = q1( f |Ã, θ̃ ,g) q2(A| f̃ , θ̃ ,g) q3(θ | f̃ , Ã,g)
and then using them for the estimation [11].

The rest of the paper is organized as follows:
In section 2, we review a few prior models which are frequently used in particular when

sparsity has to be enforced. For example, the Generalized Gaussian (GG) with two particular
cases of Gaussian (G) and Double Exponential (DE) or Laplace, the Student-t model which can
be interpreted as an infinite mixture with a variance hidden variable, Elastic net and the mixture
models.

In Section 3, we examine in details the estimation of the sources f when the mixing matrix A
is known. In section 4 the estimation of the mixing matrix A when the sources f are known is
considered. In section 5 we examine the joint estimation of the mixing matrix A and the sources
f , and finally, the more realistic case of joint estimation of the mixing matrix A, the sources f ,
their hidden variables z and the hyper-parameters θ .

In section 6, we give principal practical algorithms which can be used in real applications,
and finally, in section V we show some results and real applications and in particular in SAR
imaging [12] and Sonar sources localization [3, 4].

2 Prior models enforcing sparsity

Different prior models have been used to enforce sparsity.
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2.1 Generalized Gaussian (GG), Gaussian (G) and Double Exponentials (DE) models

This is the simplest and the most used model (see for example [1]). Its expression is:

p( f |γ,β ) = ∏
j

G G ( f j|γ,β ) ∝ exp

{
−γ ∑

j
| f j|β

}
(4)

where

G G ( f j|γ,β ) =
βγ

2Γ(1/β )
exp
{
−γ| f j|β

}
(5)

and where the particular cases of β = 2 (Gaussian):

p( f |γ) = ∏
j

N ( f j|0,1/(2γ)) ∝ exp

{
−γ ∑

j
| f j|2

}
∝ exp

{
−γ‖ f‖2

2
}

(6)

β = 1 (Double exponential or Laplace):

p( f |γ) = ∏
j

DE ( f j|γ) ∝ exp

{
−γ ∑

j
| f j|

}
∝ exp{−γ‖ f‖1} (7)

as well as the cases where 0 < β < 1 are of great interest for sparsity enforcing.

2.2 Student-t (St) and Cauchy (C) models

The second simplest model is the Student-t model:

p( f |ν) = ∏
j

S t( f j|ν) ∝ exp

{
−ν +1

2 ∑
j

log
(
1+ f 2

j/ν
)}

(8)

where

S t( f j|ν) =
1√
πν

Γ((ν +1)/2)
Γ(ν/2)

(
1+ f 2

j/ν
)−(ν+1)/2

(9)

Knowing that

S t( f j|ν) =
∫

∞

0
N ( f j|0,1/τ j)G (τ j|ν/2,ν/2) dτ j (10)

we can write this model via the positive hidden variables τ j:

p( f |τ) = ∏ j p( f j|τ j) = ∏ j N ( f j|0,1/τ j) ∝ exp
{
−1

2 ∑ j τ j f 2
j

}
p(τ j|α,β ) = G (τ j|α,β ) ∝ τ j

(α−1) exp
{
−βτ j

}
with α = β = ν/2

(11)

Cauchy model is obtained when ν = 1:

p( f ) = ∏
j

C ( f j) ∝ exp

{
−∑

j
log
(
1+ f 2

j
)}

(12)
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2.3 Elastic Net (EN) prior model

A prior model inspired from Elastic Net regression literature [? ] is:

p( f |ν) = ∏
j

E N ( f j|ν) ∝ exp

{
−∑

j
(γ1| f j|+ γ2 f 2

j)

}
(13)

where
E N ( f j|ν) = N (0,1/γ1)DE (γ1) = cexp

{
−γ1| f j|− γ2 f 2

j)
}

(14)

which is a product of a Gaussian and a Double Exponential pdfs.

2.4 Mixture of two Gaussians (MoG2) model

The mixture models are also very commonly used as prior models. In particular the Mixture of
two Gaussians (MoG2) model:

p( f |λ ,v1,v0) = ∏
j

(
λN ( f j|0,v1)+(1−λ )N ( f j|0,v0)

)
(15)

which can also be expressed through the binary valued hidden variables z j ∈ {0,1} p( f |z) = ∏ j p( f j|z j) = ∏ j N
(

f j|0,vz j

)
∝ exp

{
−1

2 ∑ j
f 2

j
vz j

}
P(z j = 1) = λ , P(z j = 0) = 1−λ

(16)

In general v1 >> v0 and λ measures the sparsity (0 < λ << 1).

2.5 Bernoulli-Gaussian (BG) model

The Bernoulli-Gaussian model can be considered as the particular case of the MoG2 with the
particular degenerate case of v0 = 0:

p( f |λ ,v) = ∏
j

p( f j) = ∏
j

(
λN ( f j|0,v)+(1−λ )δ ( f j)

)
(17)

which can also be written as{
p( f |z) = ∏ j p( f j|z j) = ∏ j

[
N ( f j|0,v)

]z j
∏ j
[
δ ( f j)

](1−z j)

P(z j = 1) = λ , P(z j = 0) = 1−λ
(18)

This model has also been called spike and slab [6].
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3 Bayesian inference for sources f when A is known

First let assume the error ε to be centered, Gaussian and white: ε ∼N (ε|0,vε I). Then, using
the forward model (1) we have

p(g| f ,A) = N (g|A f ,vε I) ∝ exp
{

1
2vε

‖g−A f‖2
}

(19)

Now, we consider different priors for f .

3.1 Simple prior models

Given p(g| f ,A) and any simple prior law p( f ), the posterior law is written:

p( f |g,A) ∝ p(g| f ,A) p( f ) ∝ exp{J( f )} (20)

with
J( f ) =

1
2vε

‖g−A f‖2 +Ω( f ) (21)

where Ω( f ) =− ln p( f ) and so the Maximum A Posteriori (MAP) solution is expressed as the
minimizer of this criterion which has two parts: the first part is due to the likelihood and the
second part is due to the prior. The MAP estimate with this prior can be summarized in the
following scheme:

p( f |θ ,g) −→
Optimization of

J( f ) = 1
2vε
‖g−A f‖2 +Ω( f )) −→ f̂

Thus, depending on the choice of the prior we obtain different expressions for Ω( f ). For
example for the GG model of (4) we get

Ω( f ) = γ ∑
j
| f j|β ). (22)

For the Student-t model (8) we get

Ω( f ) =
ν +1

2 ∑
j

log
(
1+ f 2

j/ν
)
. (23)

For the Elastic Net model we get

Ω( f ) = ∑
j

[
γ1| f j|+ γ2 f 2

j
]

(24)

For each of these cases, we may discuss on the unimodality and convexity of the criterion
J( f ) which depends mainly on its Hessian

∆J( f ) =
[

∂ 2J( f )
∂ f j∂ f i

]
= A′A+

[
∂ 2Ω( f )
∂ f i∂ f j

]
(25)
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We may look at each case to examine the range of the parameters for which this Hessian matrix
is Positive Definite.

3.2 Gaussian priors

The case of the Gaussian prior is interesting, because, in that case, the posterior is also Gaussian
and we have an analytical solution for f̂ .

Σ f - fn
?ngnε -

A
@Rvε

-

p( f |v f Σ f ) = N (0,v f Σ f )

∝ exp
{
− 1

2v f
‖D f‖2

}
with Σ f = (D′D)−1

The MAP estimate can be computed as:

f̂ = argmin
f
{J( f )} with J( f ) = ‖g−A f‖2 +λ‖D f‖2 (26)

and the solution is
f̂ = (A′A+λDtD)−1A′g (27)

3.3 Non Gaussian priors

For other cases, the optimization is done iteratively. The basics of this algorithm is shown in
the following scheme:

f (0)−→
Update

f (k+1) = f (k)+α(k)δ f (k) f̂−→
6

Update operation can be additive, multiplicative or more complex. Updating steps α can
be fixed or computed adaptively at each step (steepest descent for example). δ f (k) can be, for
example proportional to the gradient, in which case, we obtain the following scheme:

f (0)−→
Update

f (k+1) = f (k)+α[A′(g−A f (k))−λ∆Ω( f (k))] f̂−→
6

where ∆Ω here means the gradient of Ω( f ).

3.4 Mixture models

For the mixture models, and in general for the models which can be expressed via the hidden
variables, we want to estimate jointly the original unknowns f and the hidden variables: τ in
Cauchy model, z in MoG2 and BG models. Let examine these a little in details.
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Student-t and Cauchy models

In this case the joint posterior law can be written as:

p( f ,τ) = ∏ j p( f j|τ j)p(τ j) = ∏ j N ( f j|0,1/τ j)p(τ j)

∝ exp
{
−1

2 ∑ j τ j f 2
j +α lnτ j−βτ j

}
with α = β = ν/2 (28)

such that
p( f ,τ|g) ∝ p(g| f )p( f ,τ) ∝ exp{−J( f ,τ)} (29)

where
J( f ,τ) =

1
2vε

‖g−A f‖2 +∑
j

1
2

τ j f 2
j −α lnτ j +βτ j (30)

p( f ,τ|g) −→ Joint Optimization of
J( f ,τ)

−→ f̂
−→ τ̂

Joint optimization of this criterion, alternatively with respect to f (with fixed τ)

f̂ = argmin
f
{J( f ,τ)}= argmin

f

{
1

2vε

‖g−A f‖2 +∑
j

1
2

τ j f 2
j

}
(31)

and with respect to τ (with fixed f )

τ̂ = argmin
τ
{J( f ,τ)}= argmin

τ

{
∑

j

1
2

τ j f 2
j −α lnτ j +βτ j

}
(32)

results in the following iterative algorithm:
f̂ = [A′A+ vεD(τ̂)]

−1 A′g
τ̂ j = φ( f̂ j) =

α

f̂ j
2
+β

D(τ̂) = diag
[
1/τ̂ j, j = 1, · · · ,n

] (33)

τ̂−→ [A′A+ vεD(τ̂)]
−1 A′g f̂−→ φ( f̂ j)

τ̂−→
6

Note that τ j is inverse of a variance and we have 1/τ j =
f 2

j+β

α
. We can interpret this as an

iterative quadratic regularization inversion followed by the estimation of variances τ j which are
used in the next iteration to define the Variance matrix D(τ).

Here too, we may study the conditions on which the joint criterion is unimodal and its alter-
nate optimization converges to its unique solution.
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We may also consider a Gibbs sampling scheme{
f∼ p( f |τ,g)∝ p(g| f )p( f |u)= N ( f | f̂ , Σ̂)
τ∼ p(τ| f ,g)∝ p( f |τ) p(τ) = ∏ j G (τ j|α̂, β̂ )

(34)

where {
Σ̂=[A′A+ vεD(τ)]

−1

f̂=Σ̂A′g
(35)

and {
α̂= 1

2 f̂ j +α= 1
2 f̂ j +ν/2

β̂= β = ν/2
(36)

τ̂−→
f∼N ( f | f̂ , Σ̂)
Σ̂=[A′A+ vεD(τ̂)]

−1

f̂=Σ̂A′g

f̂−→
τ j∼ G (τ j|α̂, β̂ )

α̂ = 1
2 f̂ j +ν/2

β̂ = ν/2

τ̂−→
6

MoG model

In this case, following the same arguments, we obtain:

p( f ,z|g) ∝ p(g| f )p( f ,z) ∝ exp{−J( f ,z)} (37)

where
J( f ,z) = 1

2vε
‖g−A f‖2

+∑ j
f 2

j
2vz j

+ z j lnλ +(1− z j) ln(1−λ )
(38)

Again, in this case also, the optimization of this criterion, alternatively with respect to f and to
z results in the following iterative algorithm:

f̂ = [A′A+ vεD(z)]−1 A′g

ẑ j = φ( f j) =

{
1, if f̂ j

2 ≥ (v1− v0) ln 1−λ

λ

0, if f̂ j
2
< (v1− v0) ln 1−λ

λ

D(̂z) = diag
[
vẑ j , j = 1, · · · ,n

] (39)

z−→ [A′A+ vεD(z)]−1 A′g f−→ φ( f j) z−→
6

Here too, we may also consider a Gibbs sampling scheme{
f∼ p( f |z,g)∝ p(g| f )p( f |u)= N ( f | f̂ , Σ̂)
z∼ p(z| f ,g)∝ p( f |z) p(z) = ∏ j P(z j = k| f j)

(40)
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where {
Σ̂=[A′A+ vεD(z)]−1

f̂=Σ̂A′g
(41)

and {
P(z j = 1| f j)= 1, if f 2

j ≥ (v1− v0)
P(z j = 0| f j)= 1, if f 2

j < (v1− v0) ln 1−λ

λ

(42)

z−→
f ∼N ( f |µ,Σ)
Σ = [A′A+ vεD(z)]−1

µ = ΣA′g

f−→
z j ∼ P(z j| f j),
P(z j = 1| f j) = 1 if
f 2

j ≥ (v1− v0) ln 1−λ

λ

z−→
6

4 Estimation of the mixing matrix A with known sources f

4.1 Sources separation: a bilinear problem

First, we may note that, the sources separation problem is a bilinear problems: g = A f = Fa.
To see some details, consider the case of N = 2 sources and M = 2 mixtures:

[
g1
g2

]
=

[
a11 a12
a21 a22

][
f1
f2

]
=

[
f1 0 f2 0
0 f1 0 f2

] a11
a21
a12
a22


In the following, we use the following notations:

F = f � I, a = vec(A)

With this introduction and these notations, we may now compare the following cases:

• Estimation of f with known A: g = A f ;

• Estimation of A with known f : g = A f = Fa; and

• Joint Estimation of f and A: g = A f = Fa.

We may note that the second and the third problems are more and more under determined.

4.2 The Gaussian case

So, if we follow now the same strategy for g = Fa than the case of g = A f , we can summarize
the results as follows:

va - an
?ngnε -

F
@Rvε

-

p(a|v f ) = N (0,vaI)

∝ exp
{
− 1

2va
∑ j |a j|2

}

9
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The MAP estimate is given by:

â = argmin
a
{J(a)} with J(a) = ‖g−Fa‖2 +λ ∑

j
|a j|2 (43)

which results to:
â = (F tF +λ I)−1F tg or Â = g f t( f f t +λ I)−1. (44)

4.3 The Generalized Gaussian case

λ ,β - an
?ngnε -

F
@Rvε

-

p(a|λ ,β ) = G G (λ ,β )

∝ exp
{
−λ ∑ j |a j|β

}

The MAP estimate becomes

â = argmin
a
{J(a)} with J(a) = ‖g−Fa‖2 +λ ∑

j
|a j|β (45)

but unfortunately there is no analytic expression for the solution. However, its numerical com-
putation can be done very easily.

5 Joint estimation of the sources f and the mixing matrix A

Now, we consider the main problem, and as in the previous cases, we consider different cases
and summarize them as follows:

5.1 Gaussian priors for f and A

Now consider the joint estimation which is illustrated in two forms, one as usual and the second
with considering the time index too:

v f - an
?ngnε -

F
@Rvε

-

v f - f (t)����
?����g(t)����ε(t) -

nA
@R

va -

vε
-

and the equations can be summarized as follows:

p(A, f (t)|g(t),vε) ∝ p(g(t)|A, f (t),vε) p(A|va) p( f (t)|v f ) (46)

{
f̂ (t) = (Â′Â+λ f I)−1Â′g(t), λ f = vε/v f

Â = ∑t g(t) f̂
′
(t)
(

∑t f̂ (t) f̂
′
(t)+λaI

)−1
λa = vε/va

(47)

10
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5.2 Gaussian prior for f and Generalized Gaussian prior for A

This case also can be summarized as follows:

λ f ,β f - fn
?ngnε -

nA
@R

λa,βa
-

vε
-

λ f ,β f - f (t)����
?����g(t)����ε(t) -

nA
@R

λa,βa
-

vε
-

p( f |v f ) = N (0,v f I) ∝ exp
{
− 1

2v f
‖ f‖2

}
p(a|λa,βa) = G G (λa,βa) ∝ exp

{
−λa ∑ j |a j|β

} (48)

Joint Posterior:
p(A, f |g,θ) ∝ p(g|A, f ,vε) p(A|va) p( f |v f )

Integration over f can be down easily

5.3 Gaussian prior for A and Non Gaussian for sources f (t)

Let make a comparison between the Gaussian and Non Gaussian priors for f (t) when trying to
implement joint MAP computation iteratively.

• For the Gaussian laws for the sources, at each iteration we have:{
f (t) = (A′A+λ I)−1A′g(t)
A = ∑t g(t) f ′(t)(∑t f (t) f ′(t)+µI)−1 (49)

with λ = σ2
ε /σ2

s and µ = σ2
ε /σ2

a .

• For the Non Gaussian sources f (t), we have: y(t) = (A′A+λ I)−1A′g(t)
f (t) = φ(y(t))
A = ∑t g(t) f ′(t)(∑t f (t) f ′(t)+µI)−1

For both cases, we can see the following scheme:

g−→ (A′A+λ I)−1A′ y−→ φ(.) f−→
↑ ↓
←−
A

NN Learning
A = g f ′( f f ′+µI)−1

←−

For Gaussian case φ(y) = y and a nonlinear function for Non Gaussian case.

11
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5.4 Joint estimation: General case

Let consider now the following general notations which can also be used for accounting for
time dependent sources (colored or non stationary sources).

g(t) = A f (t)+ ε(t)−→ g1..T = A f 1..T + ε1..T (50)

If we assume that the noise is iid and white, then

p(g1..T | f 1..T ) = ∏
t

∏
i

pi(gi(t)− [A f ]i(t)) (51)

and if we assume the same for the sources

p( f 1..T ) = ∏
t

∏
j

p j( f j(t)), (52)

and

p(A) = ∏
i

∏
j

p(ai j) ∝ exp

{
− 1

2σ2
a

∑
i

∑
j
(ai j−a0i j)

2

}
, (53)

then we have:

p(A, f 1..T |g1..T ) ∝ ∏
t

∏
i

pi (gi(t)− [A f ]i(t))+∏
t

∏
j

p j( f j(t))+∏
i

∏
j

p(ai j) (54)

Let consider first the Gaussian priors:

p( f j(t)|v0 j) = N (0,v0 j)

p( f (t)|v0) ∝ exp
{
−1

2 ∑ j f 2
j(t)/v0 j

}
p(Ai j|A0i j,V 0i j) = N (A0i j,V 0i j)
p(A|A0,V 0) = N (A0,V 0)
p(g(t)|A, f (t),vε) = N (A f (t),vε I)

(55)

v0 - f (t)����
?

����g(t)����ε(t) -

nA
@R

A0,V 0 -

vε
-

We also assume the following:
• All sources a priori same variance v f and note v0 = [v f , ..,v f ]

′.

• All noise terms a priori same variance vε and note vε = [vε , ..,vε ]
′

• A0 = 0, and V 0 = vaI
Then, we have:

p( f (t)|g(t),A,vε ,v0) = N ( f̂ (t), Σ̂) with

 Σ̂ = (A′A+λ f I)−1

f̂ (t) = (A′A+λ f I)−1A′g(t)
λ f = vε/v f

(56)

12
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p(A|g(t), f (t),vε ,A0,V 0) = N (Â,V̂ ) with

 V̂ = (F ′F +λ f I)−1

Â = ∑t g(t) f ′(t)(∑t f (t) f ′(t)+λaI)−1

λa = vε/va

(57)

The joint MAP algorithm becomes:

A(0) −→ Â−→
(

Â′Â+λ f I
)−1

Â′g −→ f̂ (t)

↑ ↓

Â←− ∑t g(t) f̂
′
(t)
(

∑t f̂ (t) f̂
′
(t)+λaI

)−1
←− f̂ (t)

(58)

6 Variational Bayesian Approximation for the case of mixture laws

To start and to be complete as to propose an unsupervised method, we include also the estima-
tion of the parameters θ and write the joint posterior law of all the unknowns:

p( f ,A,z,θ |g) ∝ p(g| f ,A,θ 1) p( f |z,θ 2) p(z|θ 3) p(A|θ 4) p(θ) (59)

where θ = (θ 1,θ 2,θ 3,θ 4) represents all the hyper-parameters of the problem.
The main idea behind the VBA is to approximate the joint posterior p( f ,A,z,θ |g) by a sepa-

rable one, for example

q( f ,A,z,θ |g) = q1( f |g)q2(A|g)q3(z|g)q4(θ |g) (60)

illustrated here:

p( f ,A,z,θ |g) −→
Variational

Bayesian

Approximation

−→ q1( f |g)−→ f̂
−→ q2(A|g)−→ Â
−→ q3(z|g)−→ ẑ
−→ q4(θ |g)−→ θ̂

and where the expressions of q( f ,A,z,θ |g) is obtained by minimizing the Kullback-Leibler
divergence

KL(q : p) =
∫

q ln p/q =< ln p/q >q (61)

It is then easy to show that

KL(q : p) = ln p(g|M )−F (q) (62)

where p(g|M ) is the likelihood of the model

p(g|M ) =
∫∫ ∫∫ ∫∫ ∫

p( f ,A,z,θ ,g|M ) d f dA dz dθ (63)

with
p( f ,A,z,θ ,g|M ) = p(g| f ,A,θ 1) p(A|θ 2) p( f |z,θ 3) p(z|θ 4) p(θ) (64)
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and F (q) is the free energy associated to q defined as

F (q) =
〈

ln
p( f ,A,z,θ ,g|M )

q( f ,A,z,θ)

〉
q

(65)

So, for a given model M , minimizing KL(q : p) is equivalent to maximizing F (q) and when
optimized, F (q∗) gives a lower bound for ln p(g|M ).

An alternate optimization of F (q) with respect to q1, q2, q3 and q4 results in

q1( f ) ∝ exp
{
−〈ln p( f ,z,θ ,g)〉q2(A)q3(z)q4(θ )

}
q2(A) ∝ exp

{
−〈ln p( f ,A,z,θ ,g)〉q1( f )q3(z)q4(θ )

}
q3(z) ∝ exp

{
−〈ln p( f ,A,z,θ ,g)〉q1( f )q2(A)q3(z)q4(θ )

}
q4(θ) ∝ exp

{
−〈ln p( f ,A,z,θ ,g)〉q1( f )q2(A)q3(z)

}
Note that these relations represent an implicit solution for q1( f ),q2(A), q3(z) and q4(θ). For
conjugate conditional distributions we consider, these leads to standard distributions for which
the required expectations are easily evaluated. In that case, we may note

q( f ,A,z,θ |g) = q1( f |Ã, z̃, θ̃ ;g)q2(A| f̃ , Ã, θ̃ ;g)q3(z| f̃ , Ã, θ̃ ;g)q4(θ | f̃ , Ã, z̃;g) (66)

p( f ,z,θ |g) −→
Variational

Bayesian

Approximation

−→ q1( f |Ã, z̃, θ̃ ,g)−→ f̂
−→ q2(z| f̃ , Ã, θ̃ ,g)−→ ẑ
−→ q3(A| f̃ , z̃, θ̃ ,g)−→ Â
−→ q4(θ | f̃ , Ã, z̃,g)−→ θ̂

where the alternate optimization results to alternate updating of the parameters (̃z, θ̃) for q1, the
parameters ( f̃ , θ̃) of q2 and the parameters ( f̃ , z̃) of q3.

z̃−→
Ã−→
θ̃−→

q1( f |̃z, Ã, θ̃ ,g)

f̃ is computed
as a function

of
z̃, Ã and θ̃

f̃−→
z̃−→
θ̃−→

q2(A| f̃ , z̃, θ̃ ,g)

Ã is computed
as a function

of
f̃ , z̃ and θ̃

Ã−→
θ̃−→
f̃−→

q3(z| f̃ , Ã, θ̃ ,g)

z̃ is computed
as a function

of
f̃ , Ã and θ̃

z̃−→
Ã−→
f̃−→

q4(θ | f̃ , Ã, z̃,g)

θ̃ is computed
as a function

of
f̃ , Ã and z̃

z̃−→
Ã−→
θ̃−→

6

6

6

Finally, we may note that, to monitor the convergence of the algorithm, we may evaluate the
free energy

F (q) =
〈

ln p( f ,A,z,θ ,g|M )

q( f ,A,z,θ )

〉
q

= 〈ln p( f ,A,z,θ ,g|M )〉q + 〈− lnq( f ,A,z,θ)〉q
= 〈ln p(g| f ,A,z,θ)〉q + 〈ln p( f |z,A,θ)〉q + 〈ln p(z|θ)〉q
+〈− lnq( f )〉q + 〈− lnq(z)〉q + 〈− lnq(θ)〉q

(67)
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where all the expectations are with respect to q.
Other decompositions are also possible. To illustrate this approach, here we consider only

the simple case of sources separation with Gaussian priors. For a more extensive examples in
particular for inverse problems, the readers may refer to [7].

6.1 Variational Bayesian Approximation for sources separation

Here the main objective is to approximate p( f 1..T ,A|g1..T ) by
q1( f 1..T |A,g1..T ) q2(A| f 1..T ,g1..T ).

The solution is:

q1( f (t)|g(t),A,vε ,v0) = N ( f̂ (t), Σ̂) with

 Σ̂ = (A′A+λ f V̂ )−1

f̂ (t) = (A′A+λ f V̂ )−1A′g(t),
λ f = vε/v f

q2(A|g(t), f (t),vε ,A0,V 0) = N (Â,V̂ ) with


V̂ = (F ′F +λ f Σ̂)−1

Â = ∑t g(t) f ′(t)
(

∑t f (t) f ′(t)+λaΣ̂

)−1

λa = vε/va
(68)

Algorithm:

A(0) −→ Â
V (0) −→ V̂

−→
−→

f̂ (t) =
(

Â′Â+λ f V̂
)−1

Â′g(t)

Σ̂ = (A′A+λ f V̂ )−1

−→
−→

f̂ (t)
Σ̂

⇑ ⇓

Â
V̂
←−
←−

Â = ∑t g(t) f̂
′
(t)
(

∑t f̂ (t) f̂
′
(t)+λaΣ̂

)−1

V̂ = (F ′F +λ f Σ̂)−1

←−
←−

f̂ (t)
Σ̂

We may compare this algorithm with the joint MAP in 58. As we can see, in 58 the mix-
ing matrix and the sources are updated without accounting for the uncertainties, but here the
uncertainties of each step of the estimation is also updated and used in the next iteration.

7 Conclusion

The main aim of this paper was first to present the Bayesian inference approach for blind sources
separation (BSS) where we want to infer on the mixing matrix, the sources and all the hyper-
parameters associated to probabilistic modeling. For this purpose, the sources separation prob-
lem was considered in a step by step approach: i) Sources estimation when the mixing matrix
is known; ii) Mixing matrix estimation when the sources are known; iii) Joint estimation of the
mixing matrix and the sources; and finally, iv) Joint estimation of the mixing matrix, the sources
and the associated hidden variables and hyper-parameters. One of the main steps in any of these
steps is modeling of sources and the mixing matrix prior laws. Here, we focused on the sparsity
enforcing probability laws (such as Generalized Gaussian, Student-t and mixture models) both
for the sources and the mixing matrix. For algorithmic and computational aspects, we consid-
ered either Joint MAP, MCMC Gibbs sampling or Variational Bayesian Approximation (VBA)
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tools. For each class of methods we discuss about their relative costs and performances.
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